The cosmic microwave background bispectrum from the non-linear evolution of the cosmological perturbations
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Abstract. This article presents the first computation of the complete bispectrum of the cosmic microwave background temperature anisotropies arising from the evolution of all cosmic fluids up to second order, including neutrinos. Gravitational couplings, electron density fluctuations and the second order Boltzmann equation are fully taken into account. Comparison to limiting cases that appeared previously in the literature are provided. These are regimes for which analytical insights can be given. The final results are expressed in terms of equivalent $f_{NL}$ for different configurations. It is found that for moments up to $\ell_{\text{max}} = 2000$, the signal generated by non-linear effects is equivalent to $f_{NL} \simeq 5$ for both local-type and equilateral-type primordial non-Gaussianity.

1. Introduction

The Cosmic Microwave Background (CMB) anisotropies are now observed with a high precision and have become a key observation of modern cosmology. They are in particular very precious to constrain the theories of the primordial Universe [1]. So far the temperature anisotropies have been found to have statistical properties that are compatible with Gaussian statistics [1]. The CMB data can therefore entirely be captured in its power spectrum and the latter has been used to set constraints on the cosmological parameters and on the shape of the inflationary potential. There is hope however that future observations such as Planck [2], that will provide better data
on the statistical properties of the temperature and polarization fields, open a new window on the physics of the early Universe with the use of higher-order statistical properties of the CMB sky such as its bispectrum.

In the analysis of those data, one should keep in mind though that the properties of the CMB temperature and polarization anisotropies depend both on the properties of the initial conditions and on their evolution. As long as measurements are restricted to second-order statistics such as the angular correlation function or the power spectra, a linear perturbation theory suffices, for the required precision, to relate the (2-dimensional) angular power spectrum to the (3-dimensional) initial power spectrum of the metric perturbations at the end of inflation. It has thus been understood that the characteristic features observed in the CMB temperature spectrum originate from the developments of acoustic oscillations encoded in the linear transfer function while its overall amplitude and its scale dependence are fixed by the initial power spectrum, the shape of which agrees with the predictions from an inflationary era. At this level of description, all aspects are now fully understood and is part of textbooks and since the metric and matter perturbations are linearized, any model that predicts Gaussian initial conditions, as standard single field inflation, is expected to produce Gaussian statistical properties for the CMB temperature field.

In general bispectra arise whenever non-linear mode couplings are at play during the cosmological evolution and generality relating being in essence a non-linear field theory, deviations from Gaussianity are expected to be ubiquitous, arising either from the inflationary era (and thus called primordial non-Gaussianity) or from the post-inflationary evolution. Gravity mediated couplings are however generally small and in full agreement with the current data that clearly favors only mild non-Gaussianities if any. In particular, it is now widely accepted that standard single field inflation cannot produce significant non-Gaussianities since its amplitude is mostly dictated by gravity induced couplings. On the other hand, significant deviations from Gaussianity can arise from non-standard kinetic terms, for which models based on the Dirac-Born-Infeld action are typical models or in the context of of multiple-field inflation specially when non-gravity type couplings are at play. It is therefore generally admitted that non-Gaussianity searches can open a window on the details of the inflationary mechanism at work (see Refs. for general reviews).

The level with which primordial non-Gaussianity could actually be detected is however still largely debated, mainly because this source of non-Gaussianity is in “competition” with the couplings induced by non-linear effects throughout the whole recombination and photon propagation processes. This has motivated a series of general studies aiming at characterizing the bispectrum and even the trispectrum to be expected from the observation made by CMB experiments. While the identification of the mode couplings (at the quantum level) during the inflationary phase has been set on secure grounds, the evolution of the cosmological perturbations during the post-inflationary era is still largely unexplored, the primordial statistical properties being often related to the observed statistical properties only through a linear transfer function. However, in order to relate the angular bispectrum of the observed CMB to the spatial bispectrum of the metric perturbations at the end of inflation, one needs to derive transfer functions up to second order that incorporate all type of couplings.
The work we present in this article is the end result of a task which was initiated in Ref. [49], that was followed by some partial reanalysis [35, 50, 51]. In this article we described what we thought is the main mechanism at play for the generation of the bispectra at small angular scales and for which we could give some physical insights. The present article extends this analysis using the theoretical developments of the non-linear perturbation theory described in Refs. [52, 53, 54], and in particular concerning the second order Boltzmann equation that we need in order to describe the evolution of radiation and neutrinos. Its goal is three-fold: (i) to support the predictions and analytic understanding obtained on small scales in Ref. [49] by a full numerical integration of the second order Boltzmann equation, without neglecting any term, (ii) to compute the expected bispectrum on intermediate scales, and (iii) to revisit the large-scale behaviour of the bispectrum which has been presented in the previous literature [32, 40, 55]. We emphasize that the amplitude of this non-Gaussianity is completely fixed once the amplitude and power spectrum of the first order scalar perturbations are constrained so that this offers a definite prediction of the minimal amount of non-Gaussianity expected in any CMB observation, that is provided Einstein theory remains a good description of gravity.

Let us mention that our present analysis refines our previous descriptions by classifying the evolution effects, linear or not, in two categories. First, the primary or early effects arise from the evolution of the perturbations in the radiation dominated era after horizon crossing, during recombination between protons and electrons and until the potentials are constant in their linear evolution. Then secondary or late effects arise at late time when the potential starts to evolve due the late time acceleration of the Universe or due to reionisation effects (see Ref. [56] and references therein). This separation is unambiguous for the linear evolution and is therefore pertaining to the power spectrum computation but also to the calculation of the bispectrum that mix linear and second order source terms. This is actually clear from Fig. 1 below, and it is summarized in table 1. This present work focuses on the non-linear evolution of the field during the early period and the resulting bispectra it induces. In particular we compute the shape, amplitude and bispectrum of the temperature anisotropies due to these effects and eventually compare them to secondary sources, and specifically the ISW-lensing effects, and to primordial coupling effects (through standard parameterizations). In this work the non-linear evolution of the fluids, including neutrinos, is therefore treated exactly up to second-order in the linear perturbations until reionization is complete. That includes of course the use of the second order Boltzmann equation. Adiabatic initial conditions are also assumed. All the results described here can actually be reproduced from a Mathematica code.

Note that these results actually depend on the actual definition of the temperature one uses (see the discussion of § 4.1). This is due to the spectral distortion that second order effects necessarily induce as described in Ref. [57].

<table>
<thead>
<tr>
<th>Effect</th>
<th>Linear evolution</th>
<th>Non-linear evolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primordial</td>
<td>Primordial power spectrum $P(k)$</td>
<td>Primordial $f_{NL}$</td>
</tr>
<tr>
<td>Primary (early)</td>
<td>Sachs-Wolfe and Doppler effects</td>
<td>This article</td>
</tr>
<tr>
<td>Secondary (late)</td>
<td>Integrated Sachs-Wolfe effect, reionization</td>
<td>Lensing-ISW correlation</td>
</tr>
</tbody>
</table>

Table 1. Classification of the linear and non-linear effects.
The article is organized as follows. Section 2 describes the main concepts of the non-linear cosmological perturbation theory while all equations are gathered in Appendix A. Then, in Section 3 we determine the initial conditions for both the metric variables and cosmic fluids (baryon, cold dark matter, photons, neutrinos). In Section 4 we describe, after a careful definition of the temperature in § 4.1, the numerical integration based on the flat sky approximation presented in Section 3. The numerical results concerning the bispectrum are discussed in Section 5 while in Section 6 we provide an analytical understanding of these results in various limiting cases.

2. Non-linear Perturbation Theory

We follow Ref. [53] for the notation. This section summarizes our main choices and conventions and we refer the reader to the latter reference for any further details. We first detail the description of the metric in § 2.1, of the matter fields in § 2.2 and then describe the structure of the perturbation equations in § 2.3.

2.1. Metric perturbations

At lowest order, we assume that the Universe is well described by a Friedmann-Lemaître (FL) space-time with Euclidean spatial sections and with scale factor $a$. The Universe is then described by a perturbed space-time around this FL background. In the Newtonian gauge (often also named Poisson gauge), the form of the perturbed metric is then given by

$$ds^2 = g_{\mu\nu}dx^\mu dx^\nu = a(\eta)^2 \left\{ - (1 + 2\Phi)d\eta^2 + 2B_I dx^I d\eta + \left[(1 - 2\Psi)\delta_{IJ} + 2H_{IJ}\right]dx^I dx^J \right\},$$

with $\partial^IB_I = \partial^IH_{IJ} = H^I_I = 0$. Here, indices of the type $I, J, K \ldots$ are spatial coordinates indices running from 1 to 3, and $\eta$ is the conformal time. We also define the comoving Hubble factor $H = a'/a$ where a prime denotes a derivative with respect to $\eta$. Each of the perturbation variables has an order by order expansion of the type

$$X = \bar{X} + X^{(1)} + \frac{1}{2} X^{(2)}.$$  

(2.2)

In the case of metric perturbations, the definition is made such that their background value vanishes. Additionally, since vector modes fail to be generated at first order in the standard models of inflation [6, 9, 11], we only consider the second order vector modes $B_I^{(2)}$. Similarly, the amplitude of first order tensor modes (i.e. gravitational waves) is expected to be sufficiently low [60] so that we can safely neglect $H_{IJ}^{(1)}$, and we will consider only $H_{IJ}^{(2)}$.

2.2. Describing the matter content

In the concordance model of cosmology, the matter content of the Universe includes relativistic particles (radiation (photons), neutrinos) and non relativistic particles, which fall either in the category of baryons or cold dark matter. Once the equation of state for each species is specified, the background energy density is sufficient to characterize its state. They are denoted $\bar{\rho}_\nu$, $\bar{\rho}_r$, $\bar{\rho}_c$ and $\bar{\rho}_b$ for neutrinos, radiation,
cold dark matter and baryons, respectively. Usually the (perfect) fluids contained in the Universe are characterized in the perturbed Universe by their energy density but also by their velocity. However this is not possible for relativistic particles and, in order to describe photons and neutrinos, we need to rely on a kinetic description based on the moments of their distribution function. We will thus describe the fluids as a special case of this statistical description when only the two first moments, which are related to the energy density and the velocity, are needed.

2.2.1. The moments of species In general the moments of the distribution function are defined according to the spatial part of a local Minkowski space-time which itself is defined at any point of the space-time manifold by the value of a tetrad field. They are also taken with respect to an azimuthal direction that we arbitrarily align with a given Fourier mode when working out their spatial dependence in Fourier space. We thus describe the radiation with the brightness moments \( I^{(1)}_m(\ell, k, \eta) \) and \( I^{(2)}_m(\ell, k, \eta) \), but also with the moments describing its polarization which are separated into the electric-type moments \( E^{(1)}_m(\ell, k, \eta) \) and \( E^{(2)}_m(\ell, k, \eta) \), and the magnetic type moments \( B^{(2)}_m(\ell, k, \eta) \) (which appear only at second order since we have assumed that the first order vector and tensor modes can be neglected). The polarization of radiation is generated through the interactions with baryons while the neutrinos, being collisionless, develop no polarization. As a consequence, we only need the brightness moments \( N^{(1)}_m(\ell, k, \eta) \) and \( N^{(2)}_m(\ell, k, \eta) \) to describe them (we also assume that the three species of neutrinos are massless and we describe them altogether though their mass splitting can have some interesting cosmological implications).

The matter species, i.e. baryons and cold dark matter, are described by perfect fluids. The perturbation of their energy densities is defined according to the decomposition \( u_\mu \). The spatial moments of the velocities of these fluids are noted \( v_m \) with \( m = -1, 0, 1 \) and their perturbation is also defined according to Eq. \( \rho \) with no background value thanks to the symmetries of the background space-time, which imply that all fluids have the four-velocity \( \bar{u}^\mu = \frac{1}{a} \delta^\mu_0 \) since no preferred direction exists. Furthermore, since the first order vector modes are not generated at first order, we have \( v_{1\pm 1}^{(1)} = 0 \).

Additionally, it will prove more convenient to work also with the moments of the vector and tensor perturbations, that is with \( \Phi_{1\pm 1}^{(2)} \) and \( H_{1\pm 1}^{(2)} \) instead of \( B_I \) and \( H_{IJ} \). Again, we refer to Ref. \( \rho \) for the exact definitions which are inspired from Ref. \( \rho \).

2.2.2. Stress-energy tensor For a perfect fluid, the stress-energy tensor is given by
\[
T_{\mu\nu} = \rho u_\mu u_\nu + P (g_{\mu\nu} + u_\mu u_\nu),
\]
(2.3)
where the pressure is related to the energy density by an equation of state \( P = w \rho \). We can see on this expression of the stress-energy tensor that we neglect the anisotropic stress and it thus applies for baryons and cold dark matter only. For radiation and neutrinos, the stress-energy tensor can be constructed from the distribution function and it is thus possible to relate its expression to the moments of the brightness (see Ref. \( \rho \) for instance).

2.3. Field equations

2.3.1. Structure of the equations Three equations are essential to understand the evolution of perturbations of the radiation. First, we need the Einstein equation...
\( G_{\mu\nu} = \kappa T_{\mu\nu} \) with \( \kappa = 8\pi G \), in order to relate the perturbations of the metric to the ones of the different matter species. Then, the evolution of the distribution functions is dictated by the Boltzmann equation from which one can extract the evolution hierarchy of its moments. Finally, since the collision rate between photons and baryons is proportional to the fraction of free electrons, \( x_e \), which is governing the recombination process, we need to derive the evolution equation of \( x_e \) up to the first order in the perturbations. These three sets of equations are detailed in Appendix A.

At linear order, the evolution equations are partial differential equations which are by construction linear in the perturbation variables. They formally take the form

\[
D_i [X_j^{(1)}] = 0 ,
\]  

where the \( X_j^{(1)} \) is the set of first order perturbation variables and \( D_i \) the set of differential operators acting on them. At second order the purely second order perturbation variables satisfy the same differential equations, but supplemented with source terms which are quadratic in the first order variables, i.e. they are of the form

\[
D_i [X_j^{(2)}] = S_i [X_j^{(1)}] ,
\]  

where the terms \( S_i \) are operators (possibly differential) quadratic in their arguments. It is thus sufficient to write down the second order equations, that is the linear operators \( D_j \) and the source terms \( S_i \), in order to fully specify both the first and the second order equations.

2.3.2. Structure of the solutions

At first order, the space of solutions is spanned by the linear combinations of independent solutions since the operators \( D_i \) are linear. Then, the choice of the initial conditions selects a particular solution in this vector space of solutions. However, at second order, the space of solutions is spanned by the linear combinations of the same independent solutions to which a particular solution has to be added, thanks to the non vanishing source terms \( S_i \) which break the linearity, so that it belongs to an affine space instead of a vector space. The choice of this particular solution is arbitrary so that we can decide to take the one which vanishes deep in the radiation dominated era. This particular solution will then be physically interpreted as the cumulative effect of the sources and this is actually what we mean when we compare the effects of non-linear evolution to those of the linear evolution, the latter being the solutions of the homogeneous equation. As explained in the introduction, the goal of this article is to assess the importance of the non-linear evolution effects on the temperature bispectrum with respect to the linear evolution effects which are now well under control from a theoretical and numerical point of view.

2.3.3. Fourier space and convention

From a technical point of view, we will solve numerically the evolution equations in Fourier space. We define the Fourier transform of any function \( X(x, \eta) \) as

\[
X(k, \eta) = \int \frac{d^3x}{(2\pi)^3/2} X(x, \eta)e^{-ik\cdot x}
\]  

and we will use the expression of the Fourier transform of a product as the convolution

\[
[XY](k) = \mathcal{K} \{ X(k_1)Y(k_2) \}
\]  

(2.7)
hence introducing the short hand notation
\[
\mathcal{K}\{\ldots\} = \int \frac{d^3k_1 d^3k_2}{(2\pi)^{3/2}} \delta_D^3(k_1 + k_2 - k) \ldots ,
\]
where \(\delta_D^3\) is the 3-dimensional Dirac distribution.

3. Initial conditions

Since both radiation and neutrinos are relativistic, the ratio of their energy densities is conserved during the cosmological evolution, and we define the fraction of radiation among the relativistic species by \(f_r \equiv \rho_r / (\rho_r + \rho_\nu)\). Similarly, cold dark matter and baryons being pressureless and coupled to gravity universally [61], the ratio of their energy densities is also conserved. We also define
\[
R = \frac{3}{4} \frac{\bar{\rho}_b}{\bar{\rho}_r}.
\]

In this section focusing on the initial conditions, all expressions are meant to hold only at an initial time \(\eta_{\text{init}}\). We thus omit to specify it in order to simplify the notation. We now give the initial conditions for the matter perturbation variable in § 3.1 and the geometry perturbation variables in § 3.2 both at first and second orders.

3.1. Initial conditions for the matter variables

We only consider in this article adiabatic initial conditions since isocurvature modes are highly constrained observationally [63] but also because the single field models of inflation [9, 10] predict adiabatic initial conditions. The link between isocurvature modes and multiple-field models remains to be investigated in depth [18, 66].

For adiabatic initial conditions, the velocity of all matter species is negligible both at the first and at second orders. It is indeed suppressed by a factor \(k\eta_{\text{init}}\) compared to \(\Phi_{\text{init}}\). We thus take the initial condition
\[
v^{(1)}_m = v^{(2)}_m = 0, \quad \text{with} \quad m = -1, 0, 1
\]
for baryons and cold dark matter and we take
\[
\mathcal{I}^{m(1)}_1 = \mathcal{I}^{m(2)}_1 = N^{m(2)}_1 = 0,
\]
for radiation and neutrinos. Adiabaticity also implies that the ratios between \(\rho_b^{1/3}\), \(\rho_c^{1/3}\), \(\rho_r^{1/4}\) and \(\rho_\nu^{1/4}\) remain constant. We deduce the following initial conditions [6]
\[
\begin{align*}
\frac{1}{3} \frac{\rho^{(1)}_c}{\bar{\rho}_c} &= \frac{1}{3} \frac{\rho^{(1)}_b}{\bar{\rho}_b} = \frac{1}{4} \mathcal{I}^{0(1)}_0, \\
\frac{1}{3} \frac{\rho^{(2)}_c}{\bar{\rho}_c} &= \frac{1}{3} \frac{\rho^{(2)}_b}{\bar{\rho}_b} = \frac{1}{4} \mathcal{I}^{0(2)}_0 - \left[\frac{1}{4} \mathcal{I}^{0(1)}_0\right]^2,
\end{align*}
\]
\[
\mathcal{I}^{0(1)}_0(k) = N^{0(1)}_0(k),
\]
\[
\mathcal{I}^{0(2)}_0(k) = N^{0(2)}_0(k).
\]
\(\mathcal{I}^{0}_0\) is not exactly the energy density since the frame used to define the multipoles is not necessarily comoving with the species. However the difference are quadratic in the velocity field, mainly because it arises from boost factors, and it is thus not important for the initial conditions. See Refs. [53, 67] for the link between these two quantities.
Now, using the Poisson equation \( \Delta \) deep in the radiation era, we can relate these initial conditions to those of the metric perturbations as

\[
\begin{align*}
I_0^{(1)} &= -2\Phi^{(1)}, \\
I_0^{(2)} &= -2\Phi^{(2)} + 8\Phi^{(1)^2}.
\end{align*}
\]

(3.5a) (3.5b)

Additionally, the presence of neutrinos implies that \( \frac{N_2^0 N_2^0}{N_2^0} \) does not vanish and this term is required in order to determine the initial conditions for the perturbations of the two gravitational potentials since \( \Phi - \Psi \) is proportional to \( N_2^0 + I_2^0 \); see Eq. (A.3). Appendix C details the initial conditions satisfied by the quadrupoles \( I_2^{(2)} \), \( N_2^{(1)} \) and \( N_2^{(2)} \) while we always have \( I_2^{(1)} = 0 \).

3.2. Initial conditions for the metric variables

As previously, we fix the initial conditions deep in the radiation dominated era for super-Hubble modes, so that we can expand all our equations in terms of \( k\eta_{\text{init}} \ll 1 \). For adiabatic perturbations, we recall that on super-Hubble scales the comoving curvature perturbation is conserved. Its expressions at first and second orders are [68, 69]

\[
R^{(1)} = \Psi^{(1)} + \frac{2}{3(1+w)H} \left[ \Psi'^{(1)} + \mathcal{H}(\Phi^{(1)}) \right],
\]

(3.6a)

\[
R^{(2)} = \Psi^{(2)} + \frac{2}{3(1+w)H} \left[ \Psi'^{(2)} + \mathcal{H}(\Phi^{(2)}) - 4\mathcal{H}(\Phi^{(1)^2}) - \frac{\Psi^{(1)^2}}{\mathcal{H}} - 4(\Phi^{(1)} - \Psi^{(1)})\Psi^{(1)} \right] + \left(1 + 3c_s^2\right) \frac{\rho^{(1)}}{3(1+w)\bar{\rho}} + \frac{4}{3(1+w)} \frac{\rho^{(1)}}{\bar{\rho}} \Psi^{(1)},
\]

(3.6b)

where \( w \) and \( c_s^2 \) are the equation of state and the adiabatic speed of sound of the total fluid. Deep in the radiation era the properties of the total fluid are close to the radiation+neutrinos fluid since \( \bar{\rho}_m \ll \bar{\rho}_r \) and \( w = c_s^2 = 1/3 \). At first order, we obtain the initial conditions [70]

\[
\begin{align*}
\left[1 + \frac{4}{15}(1 - f_r)\right] \Phi^{(1)} &= \frac{2}{3} \mathcal{R}^{(1)}, \\
\Psi^{(1)} - \Phi^{(1)} &= \frac{2}{5}(1 - f_r)\Phi^{(1)}.
\end{align*}
\]

(3.7a) (3.7b)

which in particular implies \( \mathcal{R}^{(1)} = \Psi^{(1)} + \Phi^{(1)}/2 \). At second order, we obtain

\[
\begin{align*}
\Psi^{(2)} &= \frac{2}{3} \left( \frac{3}{2} \Phi^{(1)^2} + 2\Phi^{(1)}\Psi^{(1)} \right) + \frac{1}{3} S_3 + \frac{2}{3} \mathcal{R}^{(2)}, \\
\Phi^{(2)} &= \frac{2}{3} \left( \frac{3}{2} \Phi^{(1)^2} + 2\Phi^{(1)}\Psi^{(1)} \right) - \frac{2}{3} S_3 + \frac{2}{3} \mathcal{R}^{(2)}
\end{align*}
\]

(3.8a) (3.8b)

where

\[
S_3 = \frac{3}{5} \mathcal{H}^2 \Delta^{-1} \left[ f_r I_{22}^{(2)} + (1 - f_r) N_{22}^{(2)} \right],
\]

(3.9)

Note that the quadrupole moments, that is the moments with \( \ell = 2 \) (\( N_{2m}^{(2)} \) and \( I_{2m}^{(2)} \)) are different from the anisotropic stress of neutrinos and photons [24]. In fact they match only if the frame in which the moments are taken is aligned with the velocity of the species considered.
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\[ \tilde{S}_3 = -4\Psi^{(1)2} - 2\Phi^{(1)2} \]
\[ - \Delta^{-1} \left[ \frac{\partial_I (\Psi^{(1)} + \Phi^{(1)}) \partial_J (\Psi^{(1)} + \Phi^{(1)}) + 2\Psi^{(1)} \Delta \Phi^{(1)}}{\partial_I \partial_J} \right] \]
\[ + 3(\Delta \Delta)^{-1} \partial_I \partial_J \left[ \partial^I (\Psi^{(1)} + \Phi^{(1)}) \partial^J (\Psi^{(1)} + \Phi^{(1)}) + 2\Psi^{(1)} \partial_I \partial_J \Phi^{(1)} \right] . \]  
(3.10)

It can also be recast in the following set of two initial conditions

\[ \left[ 1 + (1 - f_r) \frac{4}{15} \right] \Phi^{(2)} = \frac{2}{3} \left\{ \frac{3}{2} \Phi^2 + 2\Phi \Psi + R^{(2)} - S_3 \right\}, \]  
(3.11a)
\[ \Psi^{(2)} - \Phi^{(2)} = S_3. \]  
(3.11b)

In order to make link with previous works [26], note that in the case where there are no neutrinos \((f_r = 1)\) we obtain

\[ \Phi^{(1)} = \Psi^{(1)} = \frac{2}{3} R^{(1)}, \]  
(3.12a)
\[ \Psi^{(2)} = \frac{2}{3} R^{(2)} + \Psi^{(1)2} - \Delta^{-1} \left[ \partial_I \Psi^{(1)} \partial^I \Psi^{(1)} \right] + 3\Delta^{-2} \partial_I \partial_J \left[ \partial^I \Psi^{(1)} \partial^J \Psi^{(1)} \right], \]  
(3.12b)
\[ \Phi^{(2)} = \Psi^{(2)} + 4\Psi^{(1)2} + 3\Delta^{-1} \left[ \partial_I \Psi^{(1)} \partial^I \Psi^{(1)} \right] - 9\Delta^{-2} \partial_I \partial_J \left[ \partial^I \Psi^{(1)} \partial^J \Psi^{(1)} \right]. \]  
(3.12c)

For the vector and tensor modes, we have argued that they are respectively purely decaying modes or of negligible amplitude at first order, so that

\[ \Phi^{(1)}_{\pm 1} = H^{(1)}_{\pm 1} = 0. \]  
(3.13)

At second order, vector and tensor type perturbations exclusively arise from the integrated contribution of the quadratic sources so that they also vanish at sufficiently early times. We thus have

\[ \Phi^{(2)}_{\pm 1} = H^{(2)}_{\pm 1} = 0. \]  
(3.14)

3.3. Primordial non-Gaussianity and \(f_{\text{NL}}\)

In the previous section, we have not specified the value of \(R^{(2)}\). Indeed this is what we would like to constrain by measuring the level of non-Gaussianity since different models of inflation have different predictions. In general, theoretical predictions are given in terms of the spectrum and of the bispectrum of \(R\) related to the 2- and 3-point functions by

\[ \langle R(\mathbf{k}_1)R(\mathbf{k}_2) \rangle = \langle R^{(1)}(\mathbf{k}_1)R^{(1)}(\mathbf{k}_2) \rangle = \delta^3_D(\mathbf{k}_1 + \mathbf{k}_2) P_R(\mathbf{k}_1), \]  
(3.15)

and

\[ \langle R(\mathbf{k}_1)R(\mathbf{k}_2)R(\mathbf{k}_3) \rangle = \frac{1}{2} \langle R^{(1)}(\mathbf{k}_1)R^{(1)}(\mathbf{k}_2)R^{(2)}(\mathbf{k}_3) \rangle + \text{sym.} \]
\[ = \delta^3_D(\mathbf{k}_1 + \mathbf{k}_2 + \mathbf{k}_3) f_{\text{NL}}^{K} F(\mathbf{k}_1, \mathbf{k}_2, \mathbf{k}_3), \]  
(3.16)

where \(P_R(k)\) is the primordial power spectrum and \(F(\mathbf{k}_1, \mathbf{k}_2, \mathbf{k}_3)\) is a function which specifies the shape of the primordial non-Gaussianity and \(f_{\text{NL}}^{K}\) is its amplitude. Each possible type of primordial non-Gaussianity is characterized by a function \(F(\mathbf{k}_1, \mathbf{k}_2, \mathbf{k}_3)\), and these functions are normalized such that they all have the same value in the Fourier configuration \(k_1 = k_2 = k_3\).
Different limiting cases can be found in the literature \[1\], the main one being the non-Gaussianity of the local type for which

\[
F_{\text{loc}}(k_1, k_2, k_3) = 2P_R(k_1)P_R(k_2) + 2 \text{ sym.}
\]

(3.17)

In this case, it is equivalent to specify that

\[
R^{(2)}(k) = 2\mathcal{K} \left\{ f_{\text{NL}}^R R^{(1)}(k_1)R^{(1)}(k_2) \right\}
\]

(3.18)

in Fourier space. In particular, it has been shown \[13\] that for slow-rolling single field inflationary models

\[
R^{(2)} \simeq -2R^{(1)2},
\]

(3.19)

that is \( f_{\text{NL}}^R \simeq -1 \). Note that this is equivalent to impose that \( f_{\text{NL}}^{R, M} \simeq 0 \) with \( \exp(-2R^{M}) \equiv 1 - 2R \) \[13\]. This is the initial condition that we shall assume in this work since we want to study the effects of evolution in the pursuit of non-Gaussianity and want to consider the minimum amount of primordial non-Gaussianity (see however the discussion of § 3.4 below).

Note also that most expressions are given in terms of the power-spectrum of the gravitational potential \( \Phi^{(1)} \) rather than \( R \). The two power spectra are easily related thanks to

\[
P_\Phi(k) = \frac{4}{9} \left[ 1 + \frac{4}{15} (1 - f_\nu) \right]^2 P_R(k).
\]

(3.20)

Similarly, the primordial non-Gaussianity is more often expressed in terms of a \( f_{\text{NL}} \) parameter which is related to \( \Phi \) rather than \( R \). In order to be consistent with previous literature in which neutrinos were not included at second order, we define \( f_{\text{NL}}^\Phi \) through

\[
\Phi^{(2)}(k) = -2\mathcal{K} \left\{ f_{\text{NL}}^\Phi \frac{3}{5} \left[ \frac{3}{2} \left( 1 + \frac{4}{15} (1 - f_\nu) \right) \right] \Phi^{(1)}(k_1)\Phi^{(1)}(k_2) \right\},
\]

(3.21)

which is inspired from Eq. \[11\] when quadratic terms are ignored, that is when the relation between \( \Phi^{(2)} \) and \( R^{(2)} \) is approximated to be linear, which is a valid approximation for large primordial non-Gaussianities. This is the non-Gaussianity parameter that we will discuss in the rest of this article. Historically, the definition \( \Phi^{(2)} \) was made for \( f_\nu = 1 \), and since the matter dominated era potential is related to the primordial one by \( \Phi^{(1)}_{\text{mat}} = \frac{3}{10} \Phi^{(1)}_{\text{init}} \) on large scales, then we would obtain

\[
\Phi^{(2)}_{\text{mat}}(k) = -2\mathcal{K} \left\{ f_{\text{NL}}^\Phi \Phi^{(1)}_{\text{mat}}(k_1)\Phi^{(1)}_{\text{mat}}(k_2) \right\}.
\]

(3.22)

It is useful to notice that when we consider the neutrinos \( f_\nu \neq 1 \) for the concordance model \[1\]

\[
\frac{3}{5} \left[ \frac{3}{2} \left( 1 + \frac{4}{15} (1 - f_\nu) \right) \right] \left( \Phi^{(1)} \right)^2 \simeq 0.99 \left( \Phi^{(1)} \right)^2,
\]

(3.23)

and thus, the same type of relation holds when considering neutrinos, but deep in the radiation dominated era.

Another interesting family of non-Gaussian initial conditions, motivated by models such DBI inflation, is of the equilateral type where the function \( F \) peaks when \( k_1 = k_2 = k_3 \). The expression for such type of non-Gaussianity is given in Ref. \[72\] and reads

\[
F_{\text{equi}}(k_1, k_2, k_3) = 6 \left\{ -P_R(k_1)P_R(k_2) + 2 \text{ sym.} - 2 \left[ P_R(k_1)P_R(k_2)P_R(k_3) \right]^{2/3}
\right.

\[
\left. + P_R^{1/3}(k_1)P_R^{2/3}(k_2)P_R(k_3) + 5 \text{ sym.} \right\}.
\]

(3.24)
Similarly to what has been done in Eq. (3.21) we can also define a $f_{\Phi NL}$ for the equilateral configuration. The local and equilateral type non-Gaussianities are interesting from a technical point of view, since their analytical expression in function of $k_1$, $k_2$ and $k_3$ is factorizable in powers of these quantities. This implies that the optimal estimator, that we need to build to constrain this type of primordial non-Gaussianity, is faster than for a general shape of the primordial non-Gaussianity. Even if the true primordial non-Gaussianity is not strictly of the local or equilateral type, it can be approximated by these ideal cases in order to produce constraints on the primordial non-Gaussianity in a fast and efficient manner.

3.4. Why we can concentrate on $f_{NL}^R = -1$ and still be general

Let us now stress that as long as one considers the bispectrum, the result is linear in the second order solution. This linearity shall not be confused with the non-linearity of the perturbation equations. Indeed, as long as the initial conditions at first order are identical, the second order initial conditions for the matter and metric perturbations are linear in $R^{(2)}$. Since the solutions of the second order perturbation equation belong to an affine space, we can always write

$$f_{NL}^R = f_{NL,prim}^R + f_{NL,1field}^R$$

where the first quantity refers to the extra primordial non-Gaussianity compared to the standard one-field inflation prediction $f_{NL,1field}^R$. It follows that the initial condition for $R^{(2)}$ satisfies

$$R^{(2)}(k) = 2\mathcal{K}\left\{f_{NL,prim}^R R^{(1)}(k_1) R^{(1)}(k_2)\right\} + 2\mathcal{K}\left\{f_{NL,1field}^R R^{(1)}(k_1) R^{(1)}(k_2)\right\},$$

that is $R^{(2)}(k) = R_{prim}^{(2)}(k) + R_{NL evolution}^{(2)}(k)$. All the purely second order variables will thus be decomposed as $X^{(2)}(k) = X_{prim}^{(2)}(k) + X_{NL evolution}^{(2)}(k)$ and the final bispectrum will simply be the superposition of a primordial bispectrum and of the bispectrum induced by the non-linear evolution that is computed in this article.

4. Computation of the spectrum and bispectrum

We adopt the line of sight approach in the resolution of the Boltzmann equation. This consists in considering that the observed brightness in a given direction of the CMB is the sum of the brightness of the emitting sources. It simplifies the numerical implementation since, at least at the first order in perturbations, only lower multipoles contribute to the sources. In this section, we first discuss the definition of the temperature in § 4.1 and then describe the expression of the emitting sources in § 4.2 (after having defined our choice of definition for the temperature in § 4.1). Then we use a flat sky approximation (to be distinguished from the Limber approximation which is an extra approximation, which can be made or not) in order to simplify the numerical integration both for the spectrum in § 4.3 and for the bispectrum in § 4.5. We refer to Ref. for the detailed derivation of the expressions summarized below and for a discussion of their accuracy.

4.1. Defining the temperature

The primary physical quantity related to the distribution function is the brightness, and we need to define the CMB temperature from this quantity. First we define the
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**brightness temperature** fractional perturbation by

$$\Theta \equiv \frac{1}{4} \left( \frac{T}{\bar{T}} - 1 \right),$$  \hspace{1cm} (4.1)$$

where $\bar{T} = \bar{\rho}$, is the background value of the brightness, from which we can define the **brightness temperature** by $T_B \equiv \bar{T}(1 + \Theta)$. This definition is inspired from the more general **bolometric temperature** $T$ which is defined by

$$\left( \frac{T}{\bar{T}} \right)^4 = \frac{T}{\bar{I}}.$$

(4.2)

The brightness temperature and the bolometric temperature agree at the background and first order level. Since the Boltzmann equation is derived in function of the brightness, the brightness temperature is the most straightforward quantity to use, but the bolometric temperature carries more meaning since it is the temperature of the black-body distribution which would have the same energy density as the actual distribution. However, it has been shown that the non-linear dynamics sources a $y$-type spectral distortion and this would affect the brightness and thus both the brightness and the bolometric temperatures. Following our previous analysis [57], it would be more natural to use the occupation number temperature defined as the temperature of a black-body which would have the same number density of photons as the observed distribution (to be contrasted with the bolometric temperature which is the temperature of the black body which carries the same energy density as the observed distribution). It is thus defined by

$$T_N \equiv \frac{T}{(1 + 4y)^{\frac{1}{4}}}. $$

(4.3)

Defined like this, this temperature is not affected by spectral distortions since Compton scattering conserves the number of photons in collisions, and it has a non-ambiguous signification with the type of distortions induced by the non-linear collision term [57].

These definitions agree at the background level and at first order in the perturbation so that $C_{TT} = C_{TT} = C_{TN} = \bar{T}^{\Omega \Theta}$. Since they differ at second order in perturbations, we can define three different bispectra, depending on the choice of definition for the temperature. As we shall see in §5.4, since at lowest order in the spectral distortions

$$T = T_N (1 + y),$$

(4.4)

the three bispectra are related to one another so that one only needs to compute one of them. In order for our results to be easily compared with the existing literature, we will use the bolometric temperature, although the occupation number temperature is, at least from a theoretical point of view, more natural to use.

**4.2. Emitting sources and transfer functions**

Given the definition of the multipoles used in Ref. [53], the brightness temperature emitted by a multipole $T_{\ell}^m (k, \eta)$ is given by

$$\frac{1}{4} Q_{\ell}^m (k) T_{\ell}^m (k, \eta),$$

(4.5)

where we have introduced

$$Q_{\ell}^m (k) \equiv N_{\ell}^{-1} Y_{\ell}^m (\hat{k}),$$

(4.6)
\( \hat{k} \) being the unit vector in the direction of \( k \) and where

\[
N_\ell \equiv i\sqrt{\frac{2\ell + 1}{4\pi}}.
\]

It follows that the total expression of the emitting sources is given by

\[
W(k, \eta) \equiv \exp(-\bar{\tau}) \sum_{\ell, m} S^m_\ell(k, \eta) Q^m_\ell(k),
\]

(4.8)

where \( \bar{\tau} \) is the optical thickness which satisfies the integral equation

\[
\bar{\tau} = \frac{d\bar{\tau}}{d\eta} \bar{\tau}'(\eta'),
\]

(4.9)

that is \( \frac{d\bar{\tau}}{d\eta} = -\bar{\tau}' \), and where the emitting sources multipoles \( S^m_\ell \) are defined in Appendix B. This expression is valid both at first and at second order, depending on whether we consider the first order or the second order sources. Since we want to determine how the primordial perturbations of the gravitational potential \( \Phi \) translate into the observed temperature, we are rather interested in the transfer functions defined by

\[
w^{(1)}(k, \eta) \Phi(k, \eta_{\text{init}}) \equiv W^{(1)}(k, \eta),
\]

(4.10a)

\[
\mathcal{K}\left\{w^{(2)}(k_1, k_2, \eta) \Phi^{(1)}(k_1, \eta_{\text{init}}) \Phi^{(1)}(k_2, \eta_{\text{init}})\right\} \equiv W^{(2)}(k, \eta).
\]

(4.10b)

As we shall see, \( w^{(1)}(k, \eta) \) and \( w^{(2)}(k_1, k_2, \eta) \) will be computed numerically. In principle the \( T^{m}_\ell(k) \) are complex functions, but numerically we prefer to manipulate real numbers and real differential equations. At first order this is not an issue since only the scalar perturbations are non-vanishing and \( T^{m}_\ell(k) \) remains unchanged under a rotation of the coordinates system around \( k \), that is about the azimuthal direction used for the spherical harmonics. However, at second order, this is no more the case since for a given \( \ell \) all the allowed \( m \) are to be taken into account. In order to perform the integration with real numbers, we thus choose the orientations of \( k_1 \) and \( k_2 \) such that \( \varphi_{k_1} = \varphi_{k_2} = 0 \), that is \( k_{1y} = k_{2y} = 0 \). When the azimuthal direction of the spherical harmonics is \( k \), \( T^{m}_\ell(k_1) \) and \( T^{m}_\ell(k_2) \) are then computed according to Eq. (A.37), which ensures that they remain real. In the computation of the bispectrum, we will then need a general orientation of \( k_1 \) and \( k_2 \). It can be obtained by rotating this configuration around the azimuthal direction \( k \) by an angle \( \alpha(k_1, k_2) \). Defining \( T^{m}_\ell(k_1, k_2) \) in a similar way as Eq. (4.10b),

\[
\mathcal{K}\left\{I^{m(2)}_\ell(k_1, k_2, \eta) \Phi^{(1)}(k_1, \eta_{\text{init}}) \Phi^{(1)}(k_2, \eta_{\text{init}})\right\} \equiv I^{m(2)}_\ell(k, \eta),
\]

(4.11)

it can be related to the result of the (real) numerical integration \( I^{m}_\ell(k_1, k_2) \) by

\[
I^{m}_\ell(k_1, k_2) = e^{i\alpha(k_1, k_2)} I^{m}_\ell(\eta_{\text{real}}(k_1, k_2)).
\]

(4.12)

Our notation \( \alpha \) refers to the Euler angles.
4.3. Flat sky approximation

In the flat sky approximation, the sky is expanded around a reference line of sight with direction $\hat{r}$. Any Fourier mode $k$ can then be split into a component $k_\parallel = k \cdot \hat{r}$ parallel to the line of sight and a 2-dimensional projection, $k_\perp = k - k_\parallel \hat{r}$, in the plane orthogonal to this line of sight.

While the orientation of the Fourier mode with respect to the line of sight does not matter for the monopole of the brightness ($\ell = 0$), it plays an important role for higher order multipoles ($\ell \geq 1$). Indeed their contribution to the radiation that we receive depends on the orientation of $k$ with respect to the direction of the flat sky.

The flat sky approximation is independent from the resolution of the Boltzmann equation. We start by solving the first few moments of the emitting sources by integrating a truncated Boltzmann hierarchy, and only after this we use the line of sight method to obtain all the multipoles of the CMB. The flat sky approximation is only used in this final step and proves to be a very good approximation for $\ell > 10$, since the error is much smaller than the cosmic variance, and reaches a percent accuracy beyond $\ell = 100$. Two subcases of the flat sky approximation exist \cite{76}. The Limber approximation corresponds to cases where the sources vary slowly in time and over a wide range of distances along the line of sight. This case is not well suited for CMB except for effects like the late ISW. The second regime corresponds to the thin shell approximation. It relies on the hypothesis that the sources are located in a narrow range of distances. This is the one that we use in this article since it appears to be well suited for primary CMB calculations as illustrated in Fig. 1.

Let us also note that the procedure described in the previous section in order to consider a general orientation of $k$, $k_1$ and $k_2$ with respect to the flat sky can be obtained as follows. First, we align the azimuthal direction $k$ with the direction $\hat{r}$ of the flat sky which is chosen as the $z$ direction of a Cartesian coordinate system. Two other axes $x$ and $y$ perpendicular $z$ can then be defined. We choose $k_1$ and $k_2$ to lie in the plane spanned by $z$ and $x$. From this particular configuration, we can reach a general configuration by first rotating around $z$ by an angle $\alpha$, then by rotating around $y$ by an angle $\beta$, and finally by rotating around $z$ by an angle $\gamma$. These last two rotations enable to reach $k$ from the direction $z$. In the notation $Y_\ell^m(\hat{k})$ of Eq. (4.6), we thus meant $Y_\ell^m(\alpha, \beta)$.

4.4. Spectrum

As usual, the temperature anisotropies can be decomposed in spherical harmonics as

$$\Theta(n^i) = \sum_{\ell m} a_{\ell m} Y_\ell^m (n^i), \quad (4.13)$$

hence defining the coefficients $a_{\ell m}$. The global isotropy of the Universe implies \cite{77, 78} that the 2-point correlation function of $\Theta$ can be decomposed as

$$\langle \Theta(n^i_1)\Theta(n^j_2) \rangle = \sum_{\ell} \frac{2\ell + 1}{4\pi} C_\ell^{\Theta\Theta} P_\ell (\cos \theta) \quad (4.14)$$

where $n^i_1 n^j_2 = \cos \theta$ and the brackets refer to an ensemble average or to an average on the sky if $\Theta$ is the observed temperature. The angular power spectrum can then be related to the ensemble average of the $a_{\ell m}$ as

$$\langle a_{\ell m} a_{\ell' m'}^* \rangle = C_\ell^{\Theta\Theta} \delta_{\ell \ell'} \delta_{mm'} \quad (4.15)$$
The angular power spectrum can be expressed in terms of the initial power spectrum and linear transfer functions \[ \Phi \]. At lowest order in the flat-sky expansion, the angular power spectrum of the CMB anisotropies takes the form

\[ C^{\ell\ell}_{\ell'} = \frac{1}{2\pi} \int \mathrm{d}r \mathrm{d}r' \mathrm{d}k_\parallel \, w^{(1)}(k, r) u^{*}(1)(k, r') e^{-ik_\parallel (r-r')} \frac{P_\Phi(k)}{[(r+r')/2]^2} \]

(4.16)

where \( r = \eta_0 - \eta \), \( k_\perp \equiv (\ell + 1/2)/r \) and \( k^2 = k_\parallel^2 + k_\perp^2 \), and where a star denotes the complex conjugate. If we neglect the integrated effects which occur at low \( z \) and affect only the largest scales, we can then approximate that all the signal in \( w(k, \eta) \) arises from the last scattering surface whose thickness is defined from the visibility function \( g(\eta) \equiv -\tau' \exp(-\tau) \). This visibility function peaks at \( r_{\text{LSS}} \) which defines the center of the last scattering surface. In this thin shell approximation, we thus obtain that

\[ C^{\ell\ell}_{\ell'} \simeq \frac{1}{2\pi} \int \mathrm{d}k_\parallel \left| \int \mathrm{d}r \, w^{(1)}(k, r) e^{-i k_\parallel r} \right|^2 \frac{P_\Phi(k)}{r_{\text{LSS}}^2} \]

(4.17)

now with \( k_\perp = (\ell + 1/2)/r_{\text{LSS}} \). Additionally, since modes of different \( m \) are in general not statistically correlated\[4\], the phases in the spherical harmonics of \( \ell = 1 \) are unimportant and we can take for practical purposes

\[ Q^m_{\ell}(k) \equiv (-i)^\ell \sqrt{[(\ell-m)!/(\ell+m)!]} P^m_{\ell}(k_\parallel/k) \]

(4.18)

where \( P^m_{\ell} \) are the associated Legendre polynomials.

4.5. Bispectrum

In a similar way as the angular spectrum, one defines the bispectrum which, again under the assumption of isotropy, is related to the 3-point function of the \( a_{\ell m} \) by

\[ \langle a_{\ell_1 m_1} a_{\ell_2 m_2} a_{\ell_3 m_3} \rangle = B_{\ell_1 \ell_2 \ell_3}^{\Theta \Theta \Theta} \left( \begin{array}{ccc} \ell_1 & \ell_2 & \ell_3 \\ m_1 & m_2 & m_3 \end{array} \right) \]

(4.19)

where the matrix denotes a Wigner-3j symbol and \( B_{\ell_1 \ell_2 \ell_3}^{\Theta \Theta \Theta} \) is the bispectrum. It has become more usual to use the reduced bispectrum \( b_{\ell_1 \ell_2 \ell_3}^{\Theta \Theta \Theta} \) which is defined from the bispectrum \( B_{\ell_1 \ell_2 \ell_3}^{\Theta \Theta \Theta} \) by

\[ b_{\ell_1 \ell_2 \ell_3}^{\Theta \Theta \Theta} \equiv \sqrt{\frac{(2\ell_1+1)(2\ell_2+1)(2\ell_3+1)}{4\pi}} B_{\ell_1 \ell_2 \ell_3}^{\Theta \Theta \Theta} \]

(4.20)

In the flat-sky approximation \[70\], it takes the form

\[ b_{\ell_1 \ell_2 \ell_3}^{\Theta \Theta \Theta} = \frac{1}{2\pi} \int \mathrm{d}k_\parallel \mathrm{d}k_\perp \mathrm{d}r_1 \mathrm{d}r_2 \mathrm{d}r_3 e^{-ik_1(r_1-r_3)} e^{-ik_2(r_2-r_3)} \]

(4.21)

\[ \times w^{(1)}(k_1, r_1) w^{(1)}(k_2, r_2) w^{* (2)}(k_3, r_3) \frac{P_\Phi(k_1)}{r_1^2} \frac{P_\Phi(k_2)}{r_2^2} + 2 \text{ sym.} \]

where

\[ k_{1\perp} \equiv \ell_1/r_1, \quad k_{2\perp} \equiv \ell_2/r_2, \]

(4.22a)

\[ \frac{k_{1\perp}}{r_3} = \frac{\ell_3^2}{r_1 r_2} + \frac{\ell_1^2}{r_1 r_2} \left( \frac{r_2}{r_1} - 1 \right) + \frac{\ell_2^2}{r_1 r_2} \left( \frac{r_1}{r_2} - 1 \right) \]

(4.22b)

\[ \text{Note that in our case this is also the case because we consider scalar modes at first order in the perturbations.} \]
We also remind that, since \( k_3 = k_1 + k_2 \), the parallel components are related according to \( k_3^\parallel = k_1^\parallel + k_2^\parallel \). Similarly to the spectrum, this expression can be advantageously simplified in the case where the emitting sources peak in a narrow range of distances. More precisely, provided that the first order emitting sources are peaked in a narrow range of distance, which is the case if we neglect the late ISW effect, the following approximation holds out of the largest scales. In order to grasp how sharply peaked the first order emitting sources are, we plot them in Fig. 1 for \( \ell = 0, 1, 2 \) for scalar perturbations (\( m = 0 \)). In this thin shell approximation, the expression (4.21) can be simplified to give

\[
b_{\ell_1 \ell_2 \ell_3}^{(0)} = \frac{1}{2\pi} \int dk_1^\parallel dk_2^\parallel \left[ \left( \int dr_1 w^{(1)}(k_1, r_1) e^{-ik_1^\parallel r_1} \right) \left( \int dr_2 w^{(1)}(k_2, r_2) e^{-ik_2^\parallel r_2} \right) \right. \\
\times \left. \left( \int dr_3 e^{i(k_1^\parallel + k_2^\parallel) r_3} w^{(2)}_{NL}(k_1, k_2, r_3) \right) \right] \frac{P_\Phi(k_1) P_\Phi(k_2)}{r_{\text{LSS}}^4} + 2 \text{ perm.} \tag{4.23}
\]

now with the simpler flat-sky relations

\[
k_{1\perp} \equiv \ell_1/r_{\text{LSS}}, \quad k_{2\perp} \equiv \ell_2/r_{\text{LSS}}, \quad k_{3\perp} \equiv \ell_3/r_{\text{LSS}}. \tag{4.24}
\]

From the rotational invariance of the spectrum, we can also use the expression (4.15) in the computation of \( w^{(1)} \) and \( w^{(2)} \). Furthermore, given the definition of the multipoles with the factor \( N_\ell \) [53], the symmetries \( k_1^\parallel \to -k_1^\parallel \) and \( k_2^\parallel \to -k_2^\parallel \) correspond to \( \alpha \to \pi - \alpha \), and since \( b_{\ell_1 \ell_2 \ell_3}^{(0)} \) is real, we can replace \( \exp[i m \alpha(k_1, k_2)] \) by \( \cos[m \alpha(k_1, k_2)] \) in Eq. (4.12).

5. Numerical implementation

5.1. Width of correlations

In the expression (4.10) of the spectrum, the term multiplying \( e^{-ik_1(r-r')} \) is an almost constant in the regime \( k_\parallel \ll k_\perp \) and is damped, at least by the power spectrum \( P_\Phi \left( \sqrt{k_\parallel^2 + k_\perp^2} \right) \), when \( k_\parallel \gg k_\perp \). It follows that the integration over \( k_\parallel \) leads to a

![Figure 1. First order scalar emitting sources \( S_0^\ell \) with \( \ell = 0, 1, 2 \) in respectively solid, dashed and dotted lines. The plot on the left corresponds to a mode which is well inside the Hubble radius around recombination time, whereas the plot on the right corresponds to a mode which is still super-Hubble around recombination time. In both cases the contributions are sharply peaked and this defines the last-scattering surface and validates the flat-sky approximation.](image-url)
window function \([40]\) of argument \((r - r')\) whose width is of the order \(1/k_\perp \simeq r_{\text{LSS}}/\ell\).

A similar argument holds for the bispectrum and the integration over \(k_{1\parallel}\) and \(k_{2\parallel}\) in Eq. (4.21) leads to two window functions, one for \((r_1 - r_3)\) with a typical width \(1/k_{1\perp} \simeq r_{\text{LSS}}/\ell_1\), and a second for \((r_2 - r_3)\) with a typical width \(1/k_{2\perp} \simeq r_{\text{LSS}}/\ell_2\). We thus conclude that for a given mode \(\ell\), the typical scale of correlation is given by \(r_{\text{LSS}}/\ell\). This justifies why we can safely split the effects between primary and secondary effects, that is between early and late time effects. Indeed, at first order, the gravitational potential reaches a constant value until the Universe starts to be dominated by the cosmological constant. The integrated effects are then separated into an early effect, that is before the potential freezes, and a late effect when it starts evolving again. Since the correlations of physical effects must occur at approximately the same distance, then even if integrated effects occur everywhere at second order as the potential grows, they would only contribute in the CMB bispectrum by correlation with the first order early and late effects. As a result, when we are interested in the bispectrum, the second order effects can still be split into primary and secondary effects. In the numerical implementation of Eq. (4.21), this implies that, as long as we neglect the late ISW, we only need to integrate over \(r_3\) in a range of \(r_{\text{LSS}}\) plus or minus a few times \(r_{\text{LSS}}/\ell\) to encompass the early ISW.

5.2. Numerical integration

The numerical integration can be sketched as follows.

(I) We first integrate numerically the sources. Using the initial conditions defined in §3, we integrate numerically in Fourier space the coupled system constituted of (1) the Einstein equation, (2) the Boltzmann equation both up to second order in the perturbations and (3) the recombination equation up to first order in the perturbations. We first need to integrate the first order equations and then use their results to determine the sources of the second order integration.

(II) We then compute the line of sight expressions (4.17) and (4.23) respectively for the spectrum and for the bispectrum, with their flat sky approximation.

Let us emphasize the following details:

- All our numerics assume the cosmological parameters as determined by WMAP-5 [60].
- The numerics requires to sample the Fourier space and for each Fourier configuration to integrate numerically in time. At first order, we only need to sample the norm \(k\) of the mode \(k\), since we aligned the mode with the azimuthal direction. At second order, we also align \(k\) with the azimuthal direction. We only need to sample \(k_1\) and \(k_2\) and the cosine of the angle \((\mu_{12})\) between \(k_1\) and \(k_2\).
- The Boltzmann hierarchy has to be truncated in order to avoid spurious reflections. We use the closing relations defined in Ref. [70] for both the first and the second order. The latter being defined only for scalar modes, we need to supplement them with the appropriate closing relations for the modes with \(m \geq 1\) that appear at the second order. These can be found in Ref. [79] and we report them as well in Appendix D.
- We use \(\ell_{\text{max}} = 8\) at first order and \(\ell_{\text{max}} = 5\) at second order for the truncation of the Boltzmann hierarchy.
The line of sight integrals for the spectrum and for the bispectrum are then sampled only up to 3 times the characteristic scale of the correlation (i.e. $r_{\text{LSS}}/\ell$) from the end of the last scattering surface.

- We do not include the late ISW and our results hold only for $\ell \gtrsim 10$.
- The code used runs in Mathematica and is freely available with documentation on the webpage [58]. The package CMBquick1 contains all the functions used for the first order integrations including the transfer functions and the spectra, while the package CMBquick2 contains in the same way all the functions used in the second order integrations.

5.3. Transfer functions

![Figure 2](image-url)

**Figure 2.** Top left: $\Phi^{(2)}$ and $\Psi^{(2)}$ are in plotted in solid and dotted lines respectively. Top right: Vector perturbation $B^{(2)}$ (solid line); Bottom left: Tensor perturbation $H^{(2)}$ (solid line). For all these panels, the asymptotic transfer functions in the limit $a/a_{\text{eq}} \gg 1$ are depicted in dashed line. Bottom right: Second order energy density contrasts for the radiation, $\delta_{\gamma}$ (solid), and baryons; $\delta_b$ (long dashed). The tight coupling approximation which holds as long as $\tau'/k \gg 1$, is drawn in dotted line.

Fig. 2 depicts the transfer functions at second order, using a definition similar to Eq. (4.11), for the scalar, vector and tensor degrees of freedom of the metric, restricting to the particular configuration $k_1 = k_2 = 6k_{\text{eq}}$ and $\mu_{12} = -0.5$. These transfer functions, computed numerically and without any approximation are perfectly compatible with the ones reported in Ref. [49] obtained from an approximation of the Boltzmann equation. This gives an a posteriori confirmation of the physical
understanding we have provided in Ref. [19] and we refer to this article for further discussion.

Fig. 2 also compares the transfer functions to their asymptotic behaviours in the limit \( a/a_{eq} \gg 1 \). These asymptotic behaviours correspond to the transfer functions computed in a purely matter dominated universe, and we have checked that they match with their previous estimations [20].

Note that the vector modes transfer function almost vanishes when \( k_1 = k_2 \) for all \( \mu_{12} \) since in that case the only contribution arises from the coupling of the anisotropic stress contracted with gradients [30]. Indeed in the harmonic decomposition of terms like \( X \partial_j Y \), the terms for \( m = 1 \) and \( m = -1 \) vanish for symmetry reasons when \( k_1 = k_2 \). For such configurations, the contributions to vector production then arise solely from terms of the form \( X^\mu \partial_j Y \). As a consequence, we have plotted a Fourier configuration which escapes this restriction.

5.4. Reduced bispectra

5.4.1. Relation between bispectra In § 5.1 we emphasized the different possible definitions of temperature. Each definition defines a bispectrum while it does not affect the spectrum.

While the most straightforward would be to use the bispectrum of the temperature brightness \( \Theta \) defined in Eq. (4.1), the previous literature [23] has focused on the bispectrum of the bolometric temperature \( T \) defined in Eq. (4.2). And, as we emphasized, to avoid the spectral distortion that affect the bolometric temperature, it may be more robust to use the occupation number temperature \( T_N \). Let us now discuss the relation between the bispectra of these 3 quantities.

First, it is obvious from Eqs. (4.1) and (4.2) that

\[
b^y_{\ell_1 \ell_2 \ell_3} = b^{TT}_{\ell_1 \ell_2 \ell_3} = 3 (C_{\ell_1} C_{\ell_2} + C_{\ell_2} C_{\ell_3} + C_{\ell_1} C_{\ell_3}) .
\]

(5.1)

Then, we deduce from Eq. (4.3) that the total second order information is carried by the combination of \( b^{TTS}_{\ell_1 \ell_2 \ell_3} \) and \( b^{TTS}_{\ell_1 \ell_2 \ell_3} \). It follows that

\[
b^{TTS}_{\ell_1 \ell_2 \ell_3} = b^{TTS}_{\ell_1 \ell_2 \ell_3} - b^{TSS}_{\ell_1 \ell_2 \ell_3} - b^{TSS}_{\ell_1 \ell_2 \ell_3} - b^{TTT}_{\ell_1 \ell_2 \ell_3} .
\]

(5.2)

In conclusion, it is an easy translation to switch from one bispectrum to the other (once the evolution of \( y \) is known but this has been achieved in Ref. [57]). In order for our results to be easily compared to the previous literature, we will only consider the bolometric temperature.

5.4.2. Examples of numerical results Representing the bispectrum completely would require a four dimensional plot. For the sake of clarity, we restrict our presentation to few specific configurations. But once again any other configuration is accessible via the use of the packages made available in [58]. On Fig. 3 we show the explicit shape of the bispectrum that we have found and show the three contributions coming from the sources with \( m = 0 \), \( m = 1 \) and \( m = 2 \) respectively. We see that the scalar
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contribution, that is from sources with \( m = 0 \) is dominant, especially on small scales. The top panel corresponds to equilateral configurations (with a varying size) and the bottom panels to squeezed cases (isosceles triangles) with length ratio of 10 for the middle panel and a fixed value \( l_1 = 20 \) for the bottom. The curves are given as a function of \( l_3 \).

6. Implications for the detection of the bispectrum

The previous sections have allowed us to numerically compute different bispectra taking into account the full non-linear evolution of the cosmological perturbations and compare it to different types of primordial non-Gaussianities. We now turn, in § 6.1 to the question of defining an equivalent \( f_{\text{NL}} \) and then to the estimation of the signal to noise ratio in § 6.2.

6.1. Equivalent \( f_{\text{NL}} \)

We follow the extensive previous works \cite{25, 35, 38, 39, 40, 71} in order to define what is the equivalent \( f_{\text{NL}} \), noted \( \hat{f}_{\text{NL}} \), that the primary non-linear effects would induce.

More precisely, let us consider an ideal experiment, that would be only cosmic variance limited, and a statistical estimator designed to detect the primordial non-Gaussianity of the type \( f_{\Phi}^\text{NL} \) assuming a linear evolution of the cosmological fields.

Then \( \hat{f}_{\text{NL}} \) is precisely what such an estimator would actually measure because of the non-linear dynamics. In summary, for a given choice of model for the primordial couplings, \( f_{\Phi}^\text{NL} \) is such that

\[
\text{Signal} \left( f_{\Phi}^\text{NL} = \hat{f}_{\text{NL}} \right) = \text{Signal} \left( f_{\text{NL}}^{\text{R.M.}} = 0 \right). \tag{6.1}
\]

According to this point of view, the signal coming from the second order evolution represents a spurious signal, a noise, and \( \hat{f}_{\text{NL}} \) is the amplitude of that noise. Of course from an observational point of view, this is not a genuine noise and is not related to any experimental imperfections. It may also have some interests on its own! In the future, it will have to be incorporated consistently in the design of the estimators of primordial non-Gaussianity.

Being mostly interested in the equilateral and the local configurations, we report in Fig. 4 \( \hat{f}_{\text{NL}} \) for these two configurations as a function of the maximum multipole \( \ell_{\text{max}} \) used.

We have also plotted on Fig. 4 the \( \hat{f}_{\text{NL}} \) arising only from the scalar \((m = 0)\) purely second order source. As expected from our previous analysis \cite{19} and from the numerical results of the previous section, these are clearly the dominant contributions. When comparing with the \( \hat{f}_{\text{NL}} \) coming from the secondary non-linear effects as reported in Ref. \cite{39}, we observe that the primary effects are of slightly less importance for the local case while they are far more important for the equilateral case. For the local physical meaning in splitting the contributions of the sources into purely second order terms and quadratic terms as in Ref. \cite{38} since this decomposition is not gauge invariant. Additionally, there can be large contributions of opposite sign which thus nearly cancel as for instance on large scales (see § 7.3 or Refs. \cite{32, 40}) so that picking up a single contribution may be misleading and give an overestimation of the signal. With the same argument, the coupling of the first order collision term with the perturbed ionization fraction which has been studied in Refs. \cite{26, 37, 81} is also not a gauge invariant quantity and we do not try to reproduce these results for this reason.
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Figure 3. Comparison of the bispectrum induced by the non-linear dynamics (thick solid line) to a primordial bispectrum with $f_{NL}^{{\text{S}}} = 5$ (thick dashed line for local type, thick dotted line for the equilateral type). We also plot the approximation of Ref. [49] that is considering only purely second order scalar sources in thin solid line, and the contribution from sources for $m = 0, 1, 2$ in respectively thin dashed, dotted, and dot-dashed lines. We considered three different configurations in $\ell$ space, from top to bottom: an equilateral configuration with $\ell_1 = \ell_2 = \ell_3$ and then two squeezed configurations with $10\ell_1 = \ell_2 = \ell_3$ and $\ell_1 = 20$ with $\ell_2 = \ell_3$. 
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Figure 4. Comparison of $f_{NL}$ (solid line) induced by the non-linear dynamics to $f_{NL}$ obtained by including only the scalar ($m = 0$) modes (dashed line) of the purely second order sources, which corresponds to the approximation of our previous work [49]. We also plot $f_{NL}$ (dot-dashed lined) induced by lensing-ISW secondary effect. Right panel corresponds to local type couplings and the left panel to equilateral type couplings and the $\pm \sigma$ detection limit of $f_{NL}$ is depicted in dotted lines for the local type couplings case.

case, the contributions to $f_{NL}$ from primary and secondary effects have the same sign. The sum of the primary and secondary effects is then beyond the $2\sigma$ limit of detection when $\ell_{\text{max}} > 1500$. This is certainly above the detection limit of Planck since it uses multipoles up to $\ell_{\text{max}} \simeq 2000$ and it should thus be taken into account. The primary effects alone would bias the measurement of the local type non-Gaussianity by $\Delta f_{\Phi} \simeq 5$.

6.2. Signal to noise

We can now report the signal to noise ratio (S/N) as a function of the maximum multipole $\ell_{\text{max}}$ used in the estimator described in Refs. [39, 82]. Fig. 5 represents the signal to noise ratio of the primordial bispectra, both for the local and equilateral cases, as well as the signal to noise ratio of the bispectrum generated by non-linear effects. We also superimpose the signal to noise ratio of the bispectrum generated by ISW-lensing correlations (see § 7.2). We found that the signal to noise ratio of the bispectrum generated by the non-linear dynamics reaches unity for $\ell_{\text{max}} = 2000$.

7. Analytical understanding of the limiting cases

The aim of the section is to derive analytical formulae, a priori valid in asymptotic regimes, that offer theoretical insights on the underlying physics. We first ignore the contribution of neutrinos, and thus set $f_{r} = 1$, since they play only a marginal role it will greatly simplify the expressions obtained.

After rewriting the Boltzmann equation in § 7.1, we first focus on secondary anisotropies in § 7.2. We then consider the large angular scale limit in § 7.3 (considering separately local and equilateral configurations) separately and then the small angular scale limit in § 7.4.
7.1. Rewriting the Boltzmann equation non perturbatively

Since the Boltzmann equation is solved numerically by using the line of sight approach, it is convenient to rewrite it in terms of the total time derivative along geodesics. It has been noted that defining

\[ \exp[2\Phi_{\text{BRM}}] \equiv 1 + 2\Phi, \quad \exp[-2\Psi_{\text{BRM}}] \equiv 1 - 2\Psi, \]

simplifies its expression. In particular, the Boltzmann equation, written non perturbatively (that is in such a way that it is valid up to any order in perturbations), can be recast as

\[ e^\tilde{\tau} \frac{d}{d\eta} \left( e^{-\tilde{\tau}} \tilde{I} \right) + \frac{\partial \tilde{\tau}}{\partial \tilde{t}} \frac{d}{d\eta} \left( \frac{d\tilde{I}}{dn^i} \right) - 4 \frac{\tilde{E}}{E} \frac{dE}{d\eta} = e^{\Phi_{\text{BRM}}} C[\tilde{I}] + \tilde{\tau}' \tilde{I}. \]

In this expression, \( E \) stands for the scale factor multiplied by the energy \( \tilde{I}(x, \eta, n^i) \) of a photon is the reduced brightness of the radiation, that is the brightness divided by its average value (this implies that \( \tilde{I} = \tilde{I}_0 = 1 \)). Note also that \( d/d\eta \) is the total derivative on the perturbed space-time which includes the convective derivative, but not lensing, i.e. defined on the perturbed space-time by

\[ \frac{d}{d\eta} \equiv \frac{\partial}{\partial \eta} + \frac{\partial}{\partial \eta} \frac{\partial}{\partial x^i}. \]

While being very general, \( E \) cannot be specified so easily in a non perturbation manner, and neither can we obtain a non perturbative expression of the collision term. However, up to second order we obtain

\[ 1 \frac{dE}{E} \frac{d}{d\eta} = - \left[ \frac{d\Phi_{\text{BRM}}}{d\eta} - \Phi'_{\text{BRM}} - \Psi'_{\text{BRM}} + (H'_{i,j} - \partial_i B_j) n^i n^j \right]. \]

* In Ref. \( E \) is noted \( ap^a \) and in Ref. \( E \) it is noted \( ap \). Since this is the energy of photons, we use this more obvious notation.

** See Ref. for details about the observer which actually measures this energy.
where we must bear in mind that the vector and tensor modes are only second order quantities. As for the collision term, it is reported in Appendix A.2 up to second order as well.

However, we can go a few steps further in our non-perturbative reformulation of the Boltzmann equation. Indeed, we can integrate by parts $\tilde{I} d(\ln E)/d\eta$, and use the Boltzmann equation itself to replace $(\ln E) d\tilde{I}/d\eta$. We then use that $(\ln E) d(\ln E)/d\eta = 1/2 d(\ln E)^2/d\eta$ and iterate this method and finally resum all the terms to obtain

$$e^\tau \left[ e^{-\tau} \tilde{I} E^{-4} \right] + E^{-4} \frac{\partial \tilde{I}}{\partial n^i} \frac{dn^i}{d\eta} = E^{-4} \left[ e^{\Phi_{BPM}} \mathcal{C} \tilde{I} + \tilde{I} \right]. \quad (7.5)$$

If we expand the photon geodesic equation in perturbations according to

$$\frac{\partial x^I}{\partial \eta} = \frac{d}{d\eta} + \delta \left( \frac{\partial x^I}{\partial \eta} \right), \quad \frac{d}{d\eta} = \frac{\partial}{\partial \eta} + \frac{\partial x^I}{\partial \eta} \frac{\partial}{\partial x^I}. \quad (7.6)$$

we can expand accordingly the total derivative as

$$d \equiv \frac{\partial}{\partial \eta} + \delta \left( \frac{\partial}{\partial \eta} \right). \quad (7.7)$$

An integral solution of Eq. (7.4) can be found immediately by integrating the Boltzmann equation over the background geodesics. We obtain finally that the observed brightness today in the direction of observation $-n^i$ is

$$E^{-4}(\eta_0) \tilde{I}(\eta_0, -n^i) = \int^{\eta_0} d\eta' \gamma^i(\eta') E^{-4} \left( C[\tilde{I}] e^{\Phi_{BPM}} \frac{\partial \tilde{I}}{\partial n^i} + \tilde{I} \right) - \int^{\eta_0} e^{-\tau} E^{-4} \frac{\partial \tilde{I}}{\partial n^i} \frac{dn^i}{d\eta}$$

$$- \int^{\eta_0} e^{-\tau} \delta \left( \frac{\partial x^I}{\partial \eta} \right) \partial I \left( \tilde{I} E^{-4} \right) d\eta'. \quad (7.8)$$

This expression is valid up to any order in the perturbations, but the difficulties are hidden in the computation of $E$ and in the expression of the collision term $C[\tilde{I}]$. The first integral on the right hand side encodes the intrinsic anisotropy. As expected, it is weighted by the visibility function and adds up the contributions from the last scattering surface. The second integral contains the lensing effect while the last one is the time delay. This latter contribution has already been computed for the spectrum and for the bispectrum, and its effect is by far negligible for geometric reasons. However, the lensing effect is both a primary effect and a secondary effect since it contributes from the last scattering surface up to now. Since $dn^i/d\eta$ vanishes at the background level, we can use the general integral equation (7.8) to express it in terms of the intrinsic anisotropies by iteration. We detail in the next section how this gives rise to a bispectrum when coupled to secondary linear effects.

### 7.2. Secondary effects

After having reached a constant value in the matter dominated era, the first order potentials remain constant until the cosmological constant eventually starts to dominate the matter content of the Universe. This gives rise to a late integrated effect (which enters in $E$) known as late Integrated Sachs-Wolfe effect (late ISW). Given the arguments of §5.1 on the width of the correlation in the bispectrum, the intrinsic second order anisotropy will not correlate to the late ISW. However the lensing term can correlate to the late ISW since it is also an integrated effect. The lensing term is at
least a second order term, and if we make use of the first order Boltzmann equation to replace for \( \frac{\partial \tilde{I}^{(1)}}{\partial n^i} \), it can be recast in (see next section as well as Refs. 82, 84, 85)

\[
\nabla_n^i \frac{\partial}{\partial n^i} \phi^{(1)} - \tilde{I}(\eta_0, -n^i),
\]

(7.9)

where \( \phi^{(1)} \) is the lensing potential whose expression we give further in Eq. (7.18). Note that in order to obtain this expression, we have to neglect the lensing inside the last scattering surface as well as the lensing of the late ISW. Both approximations are justified from the geometrical properties of the lensing effect since it vanishes when the lens is either at the source or at the observer position. Under these approximations, the lensing term is separable into a lensing term \( \phi^{(1)} \) and a lensed term \( I^{(1)} \). The computation of separable terms is straightforward since the lensing potential correlates with the late ISW effect and the lensed source correlates with the temperature emitted on the last scattering surface. Strictly speaking the bispectrum arising from the lensing term is thus a combination of primary and secondary effects. The reduced bispectrum obtained is given for instance in Refs. 29, 39, 41, 82, 84, 85, 86 and reads

\[
b_{\ell_1 \ell_2 \ell_3} = \frac{1}{2} \left[ \ell_2 (\ell_2 + 1) + \ell_3 (\ell_3 + 1) - \ell_1 (\ell_1 + 1) \right] C_{\ell_2}^{\theta ISW} C_{\ell_3}^{\theta ISW} + 5 \text{ sym.,}
\]

(7.10)

where the prefactor comes from the angular gradients on \( \phi^{(1)} \) and \( I^{(1)} \). This method to derive the correlation of the lensing term with first-order secondary effects is general [86, 29]. Reionization for instance will create a late Doppler effect, and the effect of the non-linear structures formation (Rees-Sciama, Sunyaev-Zel’dovich...) can also be mapped to additional secondary linear effects (in an effective manner) in order to apply this method [41, 87] and compute their bispectrum.

7.3. Large scales

7.3.1. Generalities

On large scales, that is for modes such that \( k \eta_{\text{LSS}} \ll 1 \) where \( \eta_{\text{LSS}} \) is the average time of recombination, we want to derive the equivalent of the formula \( \Theta^{(1)} = \frac{1}{3} \Phi_{\text{LSS}} \) that allows to explain the Sachs-Wolfe plateau of the angular power spectrum. This was already obtained by following the photons geodesics in Refs. 32 [55, 40].

We assume that the last scattering surface is far in the matter dominated era, that is long after the matter-radiation equivalence. We also ignore the effect of the cosmological constant. The Bardeen potentials \( \Phi^{(1)} \) and \( \Psi^{(1)} \) have then reached a constant value that we label by LSS. On large scales, this is even true at any order in perturbations. The width of the visibility function can also be neglected on large scales, and we approximate \( g(\eta) \) by a Dirac distribution centered around \( \eta_{\text{LSS}} \), and \( e^{-\tau} \) by a step function which is unity for \( \eta > \eta_{\text{LSS}} \). We can also neglect the velocity fields, that is the velocity moments \( v_m \) of baryons and cold dark matter, and the first moment of radiation and neutrinos, that is \( I_1^m \) and \( N_1^m \) since they are suppressed by \( k \eta_{\text{LSS}} \). Higher order moments can also be neglected since they are suppressed by higher powers of \( k \eta_{\text{LSS}} \).

A first simplification in Eq. (7.8) lies in the fact that the collision term has no monopole on large scales. We further assume that we can neglect the vector and tensor modes and the integrated terms in the derivative of \( E \) given by Eq. (7.4). In that simplified case we have

\[
E = e^{-\Phi_{\text{BMR}}},
\]

(7.11)

†† Pure secondary effects appear only at large scale and are thus less interesting since the cosmic variance limits the information extracted from the observations.
The general solution obtained in Eq. (7.8) then reduces to

\[ \tilde{I}(\eta_0, -n^i) e^{4\Phi_{BRM}(\eta_0)} = \tilde{I}(\eta_{\text{LSS}}) e^{4\Phi_{BRM}(\eta_{\text{LSS}})} - \int_{\eta_{\text{LSS}}}^{\eta_0} e^{4\Phi_{BRM}(\eta')} \frac{\partial \tilde{I}}{\partial n^i} \frac{dn^i}{d\eta'} d\eta', \]

(7.12)

which is also valid non perturbatively (that is up to any order in perturbations) provided that the approximations hold. We will discard from now on the last integral coming from the time-delay as it is negligible [82]. Restricting to an expression valid only up to second order, we obtain (restoring the potential \( \Phi \))

\[ \tilde{I}(\eta_0, -n^i) = 4\Phi_{\text{LSS}} + 2\tilde{I}_0^{\text{LSS}} + 4(\tilde{I}_{\text{LSS}} + \Phi_{\text{LSS}})\Phi_{\text{LSS}} - \int_{\eta_{\text{LSS}}}^{\eta_0} e^{4\Phi_{BRM}(\eta')} \frac{\partial \tilde{I}}{\partial n^i} \frac{dn^i}{d\eta'} d\eta'. \]

(7.13)

Note that in the previous expression, following standard practice, we have omitted the terms which depend on the observer space-time location as they are not observable.

At first order, we obtain the conservation relation

\[ \frac{d}{d\eta} (\Theta^{(1)} + \Phi^{(1)}) = \delta^1_D(\eta - \eta_{\text{LSS}}) \left( \Theta^{(1)} + \Phi^{(1)} \right), \]

(7.14)

where \( \delta^1_D \) is the one-dimensional Dirac distribution. We thus recover the textbook result

\[ \Theta^{(1)}(\eta_0, -n^i) = \left[ \Theta^{(1)}_0 + \Phi^{(1)}_0 \right](\eta_{\text{LSS}}), \]

(7.15)

where we recall that \( \Theta \) is defined in Eq. (4.1). We also recall that the right hand side is evaluated at \( \eta_{\text{LSS}} \) on background geodesics defined by the direction \( n^i \) and that we have dropped the potential evaluated today since it is not observable.

At second order, we have

\[ \Theta^{(2)}(\eta_0, -n^i) = \Theta^{(2)}_0 + \Phi^{(2)}_{\text{LSS}} + 2 \left[ 4\Theta^{(1)}_{\text{LSS}} + \Phi^{(1)}_{\text{LSS}} \right] \Phi^{(1)}_{\text{LSS}} - 2 \int_{\eta_{\text{LSS}}}^{\eta_0} e^{4\Phi_{BRM}(\eta')} \frac{\partial \tilde{I}}{\partial n^i} \frac{dn^i}{d\eta'} d\eta'. \]

(7.16)

The first line of the right hand side represents the intrinsic anisotropy while the last line contains the lensing effect. Using Eq. (7.14) and the fact that the gravitational potential does not depend on the direction of propagation but only on the space-time coordinates, the lensing term can be recast as

\[ - \int_{\eta_{\text{LSS}}}^{\eta_0} e^{4\Phi_{BRM}(\eta')} \frac{\partial \tilde{I}}{\partial n^i} \frac{dn^i}{d\eta'} d\eta' = \nabla^i \phi^{(1)} \nabla^j \Theta^{(1)}_{\text{LSS}} + \Phi^{(1)}_{\text{LSS}}, \]

(7.17)

where we have used the first order expression for \( dn^i/d\eta \) (given in our notation in Ref. [53]), and where we have defined the lensing potential by

\[ \phi^{(1)} = - \int_{\eta_{\text{LSS}}}^{\eta_0} \frac{\Phi^{(1)}(\eta') + \Psi^{(1)}(\eta')}{(\eta' - \eta_{\text{LSS}})(\eta_0 - \eta')} d\eta', \]

(7.18)

the geometric factor being simply the usual combination of angular distances in a spatially Euclidean universe.
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For adiabatic initial conditions, and assuming that the Universe is completely matter dominated during the recombination, we obtain the following initial conditions for the temperature anisotropies

\[ \Theta_{0,\text{LSS}}^{(1)} = - \frac{2}{3} \Phi_{\text{LSS}}^{(1)}, \]  
\[ \Theta_{0,\text{LSS}}^{(2)} = - \frac{2}{3} \Phi_{\text{LSS}}^{(2)} + \frac{28}{9} \Phi_{\text{LSS}}^{(1)} \Phi_{\text{LSS}}^{(1)}, \]  
which can be obtained easily \[40, 55\] using \[ I_{\text{LSS}} = \exp \left( - \frac{8 \Phi_{\text{LSS}}^{(1)}}{3} \right). \] Furthermore, we can use that in the matter dominated era the second order gravitational potential is given on large scales by

\[ \Phi^{(2)} = 2 \Phi^{(1)2} + 2 \Delta^{-1} (\partial_i \Phi^{(1)} \partial^i \Phi^{(1)}) - 6 \Delta^{-2} \partial^i \partial^j (\partial_i \Phi^{(1)} \partial_j \Phi^{(1)}), \]  
when \[ f_{\text{NL}}^R = -1. \] This enables us to obtain a complete expression of the second order temperature anisotropies on large scales in the case where the approximations made hold.

7.3.2. Local configuration
In the local configuration, the primary non-Gaussianity contributes mostly to squeezed configurations of the bispectrum, that is when one of the modes is much smaller than the other two, for instance if \( k_1 \ll k_2 \). We are thus interested in the contribution of evolution in that same configuration in the \( \ell \) space in order to assess the contribution of non-linear effects to the total CMB bispectrum. The contributions of the purely second order vector and tensor modes are suppressed by \( k_1/k_2 \) and can thus be ignored. The same happens for the integrated effects involving \( \Phi^{(2)} \) and \( \Psi^{(2)} \). The equation \[7.16\] is thus valid in that case. Furthermore, the lensing term \[40, 88\] can also be neglected in this large scale limit, and we are thus left with the intrinsic anisotropy. For the local configuration we read from \[7.20\] that \( \Phi^{(2)} = 2 \Phi^{(1)2} \), and we thus obtain

\[ \Theta^{(1)} = \frac{1}{3} \Phi^{(1)}, \quad \Theta^{(2)} = \frac{4}{9} \Phi^{(1)2}. \]  
We recover the results of Ref. \[40\] for the bolometric temperature \( T \), since the expression obtained reads precisely up to second order

\[ \left( \frac{T}{\bar{T}} \right)^4 = \frac{T}{\bar{T}} = (1 + 4 \Theta) = \exp [4 \Phi^{(1)}/3]. \]  
Should we need to compute the temperature with a non-vanishing \( f_{\text{NL}}^R \), that is with \( f_{\text{NL}}^R \neq -1 \), the previous result would be modified by replacement of \( \Phi^{(1)} \) by \( \Phi^{1} - (f_{\text{NL}}^R + 1) (\Phi^{(1)2} - (\Phi^{(1)2})) \) and the arguments exposed in Ref. \[40\] for the interpretation of the result would remain unchanged. Note also that this ideal regime is never reached since the last scattering surface is not deep in the matter dominated era. Since the first and second order potentials undergo a change of value between the radiation dominated era and the matter dominated era, the relation \( \Phi^{(2)} = 2 \Phi^{(1)2} \) is violated around equivalence and in particular on the last scattering surface. This fact implies that the limit in which Eq. \[7.21\] was obtained cannot be seen from our numerical results.
7.3.3. Equilateral configuration

In the equilateral case, the previous approximations do not hold. Indeed the lensing term and the integrated contributions of the scalar, vector and tensor modes cannot be ignored since terms such as $\Delta^{-1} \partial^i \Phi \partial^j \Phi$ are negligible in the squeezed limit but not in an equilateral configuration. Since these effects do not correlate only at the last scattering surface, a proper numerical integration of the bispectrum expression has to be performed. They are computed in details in Ref. [40].

7.4. Small scales

On small scales, another approximation scheme can be used in order to assess the order of magnitude of the evolutionary bispectrum. This has been presented in detail in our previous analysis [49], the validity of which has been confirmed by the numerics of the present work. It relies on the assumption that all modes are on sub-Hubble scales, which holds only for non-squeezed configurations. To summarize, it is based on the fact that any perturbation mode of the cold dark matter starts collapsing as soon as it becomes sub-Hubble. The non-linear gravitational potential is thus predominantly shaped by cold dark matter component. The photon-baryon plasma then develops acoustic oscillations, that are imprinted on the last scattering surface, with a forcing term given by the non-linear gravitational potential. The convergence of this approximation onto the complete computation is shown on Fig. 4, and we see that it is responsible for most of signal on small scales. In particular, we conclude that the approximation is good as soon as $\ell > 500$.

8. Conclusion

This article presents a complete investigation of the imprint of the non-linear dynamics on the CMB bispectrum. The calculations were carried with all the matter fields of the standard cosmological $\Lambda$CDM model included with three families of massless neutrinos. The numerical calculations make use of a full numerical integration of the coupled system of the second order Boltzmann and Einstein equations for both the photons, with their polarization, and the neutrinos. Furthermore, line of sight integrations include first order effects in the recombination history. The initial conditions correspond to adiabatic initial conditions with a vanishing intrinsic primordial non-Gaussianity (in the context of standard single-field inflation, that implies that a contribution of the order of the slow-roll parameters has been neglected).

The numerical integrations were done with the cosmological parameters of the best fit model derived from the WMAP data [60]. This article is focused on the bispectrum of the temperature anisotropies. We have been forced however to define the temperature we use since second order effects are bound to induce spectral distortions. This effect has been described in details in Ref. [57]. Throughout the article, we adopt the bolometric temperature. We do not expect though that a change of definition for the temperature, like the occupation number temperature, would change significantly the conclusions we have reached. This work also demonstrates that the second order Boltzmann equation can be exactly integrated numerically and be used to produce bispectra. The resulting shape and amplitude of those bispectra is the result of intricate phenomena. It is possible though to obtain theoretical insights into peculiar cases, at small or large scale for instance. Those results confirm in particular that, at small scales, the major mechanism at play is the impact of the gravitational coupling
of the dark matter potential during the matter dominated era as it had been put forward in Ref. [49].

It is obviously difficult to grasp those results in details. In order to be able to compare the amplitude of those effects to primordial couplings, we have defined and computed equivalent $f_{\text{NL}}$ parameters, $\hat{f}_{\text{NL}}$. They are defined in such a way that it is the signal a statistical indicator designed to measure primordial $f_{\text{NL}}$ would get from the amplitude of the temperature bispectrum. We have found that for both primordial non-Gaussianity of local or equilateral types we have $\hat{f}_{\text{NL}} \approx 5$ for $\ell$ above 500. When compared to secondary effects, namely ISW-lensing couplings, primary effects are found to be of comparable amplitude. The former are however more efficient in producing a $\hat{f}_{\text{NL}}$ for the local type; the situation is reverse for the equilateral type for which the signal comes predominantly from the primary effects.

Evaluations of signal to noise ratio however show that the non-Gaussianity induced by the primary second order effects in the temperature field alone can only be marginally detected by the Planck mission. Secondary effects are more likely to be detected. This is however the first ever explicit and complete computation of these effects and even though the concordant model does not offer a good chance of detection, it might be a good way to put constraints on alternative cosmological models.

We remind that the numerical tools used in this article are freely available and can be downloaded at [58] so that many other bispectrum configurations and transfer functions can be investigated at will. The code make uses of a flat sky approximation. It is accurate enough for our purpose and this approximation does not interfere with the resolution of the Boltzmann equation. The code should also be complemented with secondary non-linear effects, that have been investigated in Refs. [39, 41, 86].

Appendix A. Governing equations

Appendix A.1. Einstein equations

We use the standard definition that for a species labelled by $a$, $\Omega_a \equiv \bar{\rho}_a/(3H^2)$. When unspecified, $a$ runs on $r, \nu, b, c$ that is on photons, neutrinos, baryons and cold dark matter. We also use the definition $\kappa \equiv 8\pi G$. In the expressions of the quadratic sources, it is implicitly meant that the two perturbation variables in each quadratic term are first order variables. We thus omit the order superscript in that case to alleviate the notation. We have a set of four scalar equations (see Refs. [20, 52, 89])

\[
\Delta \Psi^{(2)} - 3\mathcal{H}\Psi^{(2)\prime} - 3\mathcal{H}^2\Phi^{(2)} - \frac{\kappa}{2} \sum_a \rho_a^{(2)} = S_1 ,
\]

\[
\Psi^{(2)\prime\prime} + \mathcal{H}^2 \Phi^{(2)} + \frac{1}{3} \Delta (\Phi^{(2)} - \Psi^{(2)}) + \mathcal{H} \Phi^{(2)\prime} + 2\mathcal{H} \Psi^{(2)\prime} \\
+ 2\mathcal{H} \Phi^{(2)} - \frac{\kappa}{6} \sum_a \rho_a^{(2)} = S_2 ,
\]

\[
\Psi^{(2)} - \Phi^{(2)} + \frac{\kappa}{5} \Delta^{-1} \left( \bar{\rho}_r \zeta^{2(2)} + \bar{\rho}_\nu \xi^{2(2)} \right) = S_3 ,
\]

\[
\Psi^{(2)\prime} + \mathcal{H} \Phi^{(2)} + \frac{\kappa}{2} \sum_a \bar{\rho}_a (1 + w_a) V_a^{(2)} = S_4 .
\]
Their quadratic source terms read respectively
\[ S_1 = -8 \Psi \Delta \Psi - 3 \partial_I \Psi \partial^I \Psi - 3 \Psi^2 + \kappa \sum_a \tilde{\rho}_a (1 + w_a) \partial_I V_a \partial^I V_a, \]
\[ -12 \mathcal{H}(\Phi - \Psi' \Psi' - 12 \mathcal{H}^2 \Phi^2 \]
\[ S_2 = 4 \mathcal{H}^2 \Phi^2 + \frac{8}{3} \Psi \Delta \Psi + 8 \mathcal{H}(\Phi - \Psi' \Psi' \Phi + 8 \mathcal{H}^2 \Phi^2 - \Psi^2 + 2 \Phi' \Psi' \]
\[ + \frac{2}{3} \partial_i \Phi \partial^i \Phi + \frac{2}{3} \partial_i \Psi \partial^i \Psi + \partial_i \Psi \partial^i \Phi + \frac{\kappa}{3} \sum_a \tilde{\rho}_a (1 + w_a) \partial_I V_a \partial^I V_a \]
\[ + \frac{4}{3} (\Phi - \Psi') \Delta \Phi + 8 \mathcal{H}(\Phi - \Psi' \Psi' + 4(\Phi - \Psi')) \Psi'', \]
\[ S_3 = -4 \Psi^2 - 2 \Phi^2 \]
\[ - \Delta^{-1} \left[ \partial_I (\Psi + \Phi) \partial^I (\Psi + \Phi + 2 \Psi \Delta \Phi + \sum_a \kappa \tilde{\rho}_a (1 + w_a) \partial_I V_a \partial^I V_a \right] \]
\[ + 3(\Delta \Delta)^{-1} \partial_i \partial_j \left[ \partial^i (\Psi + \Phi) \partial^j (\Psi + \Phi + 2 \Psi \partial_i \partial^j \Phi \]
\[ + \kappa \sum_a \tilde{\rho}_a (1 + w_a) \partial^I V_a \partial^I V_a \right), \]
\[ S_4 = 2 \mathcal{H}^2 \Phi - 4 \Psi' + 2 \partial_i^{-1} (\Psi' \partial_i \Psi) \]
\[ + \kappa \sum_a \tilde{\rho}_a \partial_i^{-1} \left[(1 + w_a) \Psi \partial_i V_a - (1 + v_{s,a}) \delta_a \partial_i V_a \right]. \]

These expressions are easily computed in Fourier space using that
\[ [\partial_I V^{(1)} \partial^I V^{(1)}](\mathbf{k}) = - \mathcal{K} \left\{ k_1 k_2 V^{(1)}(k_1) V^{(1)}(k_2) \right\} \]
\[ = - \mathcal{K} \left\{ \sum_{n=-1}^{1} (-1)^n v_n^{(1)}(k_1) v_{-n}^{(1)}(k_2) \right\} \]
\[ = - \mathcal{K} \left\{ \hat{k}_1 \cdot \hat{k}_2 v_0^{(1)}(k_1) v_0^{(1)}(k_2) \right\} \]
\[ \text{since} \]
\[ [\partial_I V^{(1)}](\mathbf{k}) = i \hat{k}_I v_0^{(1)}(k), \]
\[ v_n^{(1)}(k) = - \hat{k}^{(m)} v_0^{(1)}(k), \]
\[ k_1 k_2 = k_1 k_2 = \sum_{n=-1}^{1} (-1)^n k_1^{(n)} k_2^{(-n)}, \]

where \( \hat{k}_I \equiv k_I / k \) and \( k^2 \equiv k^I k_I \). The notation \( V \) denotes here the scalar part of the
velocity field in the coordinate frame, whereas the moments \( v_m \) are taken in a local Minkowski frame. See Ref. [53] for the precise definitions of these decompositions.

Note also that in order to express terms like
\[ 3(\Delta \Delta)^{-1} \partial_i \partial_j (\partial^i \Phi \partial^j \Phi) - \Delta^{-1} \partial_i \Phi \partial^i \Phi, \]
in function of the multipolar components of the modes \( k_1^{(n)} \) and \( k_2^{(-n)} \), we can use the identity (see Appendix A.2 for definitions)
\[ \sum_{n=-1}^{1} n [\hat{k}_1 \cdot k_2] k_1^{(n)} k_2^{(-n)} = 3(\hat{k} \cdot k_1)(\hat{k} \cdot k_2) - k_1 \cdot k_2. \]
As for the second order metric vector modes, we can determine them from the constraint (that we only report here in Fourier space)
\[
-\frac{k^2}{2} B^{(2)}_{m} = \kappa \sum_{a} \bar{\rho}_a (1 + w_a) v^{(2)}_{a,m} + S_V
\]  
(A.17) 

with
\[
S_V = K \left\{ 4 \Psi^{(1)'}(k_1) k_2^{(m)} \Phi^{(1)}(k_2) + 2\kappa \sum_{a} \bar{\rho}_a (1 + w_a) \left( \frac{\rho^{(1)}(k_1)}{\bar{\rho}_a} - \Phi^{(1)}(k_1) - \Psi^{(1)}(k_1) \right) v^{(1)}_{a,m}(k_2) \right\} .
\]  
(A.18) 

Finally the second order tensor modes are determined by a second order differential equation which describes how they are sourced by quadratic terms,
\[
H^{(2)''}_{m}(k) + 2\mathcal{H} H^{(2)'}_{m}(k) + k^2 H^{(2)}_{m} = \frac{2\kappa}{15} \left( \bar{\rho}_1 I^{(2)}_{2} + \bar{\rho}_2 \Lambda^{(2)}_{2} \right) 
+ \frac{1}{3} k^2 \sum_{a,b,c} \kappa \bar{\rho}_a v^{(1)}_{a,1}(k_1) v^{(1)}_{a,1}(k_2) + \sum_{a=b,c} \kappa \bar{\rho}_a v^{(1)}_{a,1}(k_1) v^{(1)}_{a,1}(k_2) \right) \}
\]  
(A.19) 

Appendix A.2. Boltzmann equation for radiation

Appendix A.2.1. General remarks  As mentioned in § 2.3 (see also Ref. 53) it is sufficient to specify the purely second order part and the quadratic part of an equation to fully specify it at first and second order. The Boltzmann equation, which is formally written

\[
\mathcal{L}[\mathcal{X}] = \mathcal{C}[\mathcal{X}],
\]  
(A.20) 

where \(\mathcal{X}\) stands for \(\mathcal{I}, \mathcal{E}\) and \(\mathcal{B}\), and where \(\mathcal{L}\) and \(\mathcal{C}\) are respectively the Liouville operator and the collision operator. We decompose the operators in the form
\[
\mathcal{L}[\mathcal{X}, \mathcal{X}^{(1)} \mathcal{X}^{(2)}] = \mathcal{L}[\mathcal{X}] + \mathcal{L}^{(1)}[\mathcal{X}, \mathcal{X}^{(1)}] + \frac{1}{2} \left( \mathcal{L}^{(2)}[\mathcal{X}, \mathcal{X}^{(2)}] + \mathcal{L}^{(1)}[\mathcal{X}, \mathcal{X}^{(1)}] \right),
\]  
(A.21) 

and similarly for \(\mathcal{C}\). The details of the derivation with our present notation can be found in Ref. 53 (see also Refs. 53, 91). Contrary to what has been performed in Ref. 53 we choose to report here the Boltzmann equation in the form \(\mathcal{L}[] = \mathcal{C}[]\) rather than in the form \(\mathcal{L}^\# [] = \mathcal{C}^\# []\), in order to facilitate the comparison with existing literature. We will use the following definitions that will simplify the notation

\[
0_s | \mathcal{K}^m_{\ell} = -m \ell, \quad \pm 1 | \mathcal{K}^m_{\ell} = \pm 1 \sqrt{\frac{(\ell + m + 1)(\ell - m + 1)}{2\ell^2}}, \quad \pm 1 | \mathcal{X}^m_{\ell} = \pm 1 \sqrt{\frac{(\ell + m + 1)(\ell - m + 1)}{2\ell^2}}.
\]  
(A.22 - A.25) 

We report first the link between the moments of radiation and the fluid description involving the energy density and the velocity of radiation. The link is similar for neutrinos. More details can be found in Refs. 53, 67. Note that we define the
multipoles $I^n_0$ from $I/I$ so that it is dimensionless, and we do the same for the polarization and neutrinos multipoles. At first order we have
\[ I^{0(1)}_0 (k) = \frac{\rho^{(1)}(k)}{\bar{\rho}_t}, \quad I^{m(1)}_1 (k) = 4v^{(1)}_{i,m}(k), \] (A.26)
and at second order we obtain
\[ I^{0(2)}_0 (k) = \frac{\rho^{(2)}(k)}{\bar{\rho}_t} - 2K \left\{ \frac{4}{3} \sum_{n=1}^{1} (-1)^n v^{(1)}_{i,n}(k_1)v^{(1)}_{i,-n}(k_2) \right\}, \] (A.27)
\[ I^{m(2)}_1 (k) = v^{(2)}_{i,m}(k) + 2K \left\{ \frac{4}{3} \rho^{(1)}(k_1) v^{(1)}_{i,m}(k_2) \right\}. \] (A.28)

Note also that since $v^{(2)}(k) = V^{(2)}(k) - 2\Psi^{(1)}V^{(1)}$ for all species, then
\[ v^{(1)}_0(k) = V^{(1)}_0(k) = k^{(0)} V^{(1)}(k) = -k V^{(1)}(k), \] (A.29)
\[ v^{(1)}_\pm(k) = V^{(1)}_\pm(k) = 0, \] (A.30)
\[ v^{(2)}_0(k) = -k V^{(2)}(k) - 2K \left\{ \Psi^{(1)}(k_1) k^{(0)}_2 V^{(1)}(k_2) \right\}, \] (A.31)
\[ v^{(2)}_\pm(k) = V^{(2)}_\pm(k) - 2K \left\{ \Psi^{(1)}(k_1) k^{(\pm)}_2 V^{(1)}(k_2) \right\}. \] (A.32)

**Appendix A.2.2. First order** At first order we choose to align the Fourier mode considered $k$ with the direction with respect to which the moments are taken, and the dependence in $k$ becomes only a dependence in its magnitude $k$. The set of equations obtained at first order is (dropping the obvious dependence of all quantities in $\eta$)
\[ E^{(1)}[I^0_{\ell}(k)] = I^0_{\ell}(k) + k \left\{ \frac{0^+ K^0_{\ell+1}}{2\ell + 3} I^0_{\ell+1}(k) - \frac{0^+ K^0_{\ell-1}}{2\ell - 1} I^0_{\ell-1}(k) \right\} \] \[- \delta^0_\ell 4\Psi(k) - \delta^0_\ell 4k\Phi(k), \] (A.33)
\[ E^{(1)}[E^0_{\ell}(k)] = E^0_{\ell}(k) + k \left\{ \frac{0^+ K^0_{\ell+1}}{2\ell + 3} E^0_{\ell+1}(k) - \frac{0^+ K^0_{\ell-1}}{2\ell - 1} E^0_{\ell-1}(k) \right\}, \] (A.34)
\[ C^{(1)}[I^0_{\ell}(k)] = \tau^\ell \left\{ -I^0_{\ell}(k) + \delta^0_\ell I^0_{\ell}(k) + 4\delta^0_\ell v_0(k) + \delta^0_\ell \frac{1}{10} \left[ I^2_{\ell}(k) - \sqrt{6} E^0_{\ell}(k) \right] \right\}, \] (A.35)
\[ C^{(1)}[E^0_{\ell}(k)] = \tau^\ell \left\{ -E^0_{\ell}(k) - \delta^0_\ell \frac{1}{10} \left[ I^2_{\ell}(k) - \sqrt{6} E^0_{\ell}(k) \right] \right\}. \] (A.36)

The first order magnetic modes are not excited since the first order vector and tensor modes are negligible, so we did not report them in the above equations. Additionally, the intensity and electric multipoles are only excited for $m = 0$, that is the reason why we also only reported this case.

**Appendix A.2.3. Second order** At second order we can only align $k$ with the azimuthal direction of the moments, but not $k_1$ or $k_2$ at the same time. However for a first order quantity the components $X^m_\ell$ for a mode in a given direction $k_1$ can be obtained by rotating the components $X^0_\ell$ obtained when we had decided to align this direction with $\hat{e}_3$. Namely this rotation leads for a mode $k$ to
\[ X^m_\ell(k) = \sqrt{\frac{4\pi}{2\ell + 1}} Y^{*m}(k) X^0_\ell(k), \] (A.37)
and in particular for the first order velocity

$$v_n(k) = -k^{(n)} v_0(k).$$  \hspace{1cm} (A.38)

We finally obtain for the linear terms in the second order Liouville operator

$$\mathcal{L}^{(2)}[\mathcal{I}'^{(2)}]_\ell (m) = \mathcal{I}'^{(2)}_\ell (m) + k \left[ \frac{0}{2\ell + 3} \mathcal{I}'^{(2)}_{\ell + 1} (m) + k \left[ \frac{0}{2\ell + 3} \mathcal{I}'^{(2)}_{\ell + 1} (m) - \frac{0}{2\ell + 3} \mathcal{I}'^{(2)}_{\ell - 1} (m) \right] \right] - \delta^0 \delta^0 4\Psi^{(2)} (k) - \delta^1 \delta^0 4k \Phi^{(2)} (k)

+ \delta^2 \delta^1 4k \Phi^{(2)} (k) + \delta^2 \delta^2 4k \Phi^{(2)} (k)

+ \delta^2 \delta^2 4H^{(2)} (k) + \delta^2 \delta^2 4H^{(2)} (k), \hspace{1cm} (A.39)$$

$$\mathcal{L}^{(2)}[\mathcal{E}'^{(2)}]_\ell (m) = \mathcal{E}'^{(2)}_\ell (m) + k \left[ \frac{0}{2\ell + 3} \mathcal{E}'^{(2)}_{\ell + 1} (m) + k \left[ \frac{0}{2\ell + 3} \mathcal{E}'^{(2)}_{\ell + 1} (m) - \frac{0}{2\ell + 3} \mathcal{E}'^{(2)}_{\ell - 1} (m) \right] \right], \hspace{1cm} (A.40)$$

$$\mathcal{L}^{(2)}[\mathcal{B}'^{(2)}]_\ell (m) = \mathcal{B}'^{(2)}_\ell (m) + k \left[ \frac{0}{2\ell + 3} \mathcal{B}'^{(2)}_{\ell + 1} (m) + k \left[ \frac{0}{2\ell + 3} \mathcal{B}'^{(2)}_{\ell + 1} (m) - \frac{0}{2\ell + 3} \mathcal{B}'^{(2)}_{\ell - 1} (m) \right] \right]. \hspace{1cm} (A.41)$$

As for the quadratic terms, we obtain

$$\mathcal{L}^{(1)(1)}[\mathcal{I}']_\ell (m) = \mathcal{L}^{(1)(1)}_\text{time–delay} [\mathcal{I}']_\ell (m) + \mathcal{L}^{(1)(1)}_\text{lensing} [\mathcal{I}']_\ell (m)

+ 2\mathcal{K} \left\{ \sum_{n=-1}^{1} \frac{0}{2\ell + 3} \mathcal{I}'^{(2)}_{\ell + 1} (m) (k_2) \Phi^{(2)} (k_1) \right\} \hspace{1cm} (A.42)$$

with

$$\mathcal{L}^{(1)(1)}_\text{time–delay} [\mathcal{I}']_\ell (m) = -2\mathcal{K} \sum_{n=-1}^{1} \frac{0}{2\ell + 3} \mathcal{I}'^{(2)}_{\ell + 1} (m) (k_2) \Phi^{(2)} (k_1) + \Psi^{(2)} (k_1)

+ \sum_{n=-1}^{1} \frac{0}{2\ell + 3} \mathcal{I}'^{(2)}_{\ell - 1} (m) (k_2) \Phi^{(2)} (k_1) + \Psi^{(2)} (k_1), \hspace{1cm} (A.43)$$

$$\mathcal{L}^{(1)(1)}_\text{lensing} [\mathcal{I}']_\ell (m) = 2\mathcal{K} \sum_{n=-1}^{1} \frac{0}{2\ell + 3} \mathcal{I}'^{(2)}_{\ell + 1} (m) (k_2) (\ell + 2) \Phi^{(2)} (k_1) + \Psi^{(2)} (k_1)

+ 2\mathcal{K} \sum_{n=-1}^{1} \frac{0}{2\ell + 3} \mathcal{I}'^{(2)}_{\ell - 1} (m) (k_2) (\ell - 1) \Phi^{(2)} (k_1) + \Psi^{(2)} (k_1). \hspace{1cm} (A.44)$$
For the electric-type polarization, we can also separate explicitly the lensing and time-delay contributions

\[
\mathcal{L}^{(1)(1)}[\mathcal{E}_\ell^m(k)] = \mathcal{L}_{\text{time-delay}}^{(1)(1)}[\mathcal{E}_\ell^m(k)] + \mathcal{L}_{\text{lensing}}^{(1)(1)}[\mathcal{E}_\ell^m(k)]
\]

\[
+ 2\mathcal{K} \left\{ -\frac{1}{2} \sum_{n=1}^{\frac{\ell+1}{2}} \frac{n}{2} K_{\ell+1}^{m+n} (k_2) 4 k_1^n \Phi(k_1) \right. \\
+ \frac{1}{2} \sum_{n=1}^{\frac{\ell-1}{2}} \frac{n}{2} K_{\ell-1}^{m-n} (k_2) 4 k_1^n \Phi(k_1) - 4\Psi'(k_1) \mathcal{E}_\ell^m(k_2) \right\},
\]

(A.45)

with

\[
\mathcal{L}_{\text{time-delay}}^{(1)(1)}[\mathcal{E}_\ell^m(k)] = -2\mathcal{K} \sum_{n=1}^{\frac{\ell+1}{2}} \frac{n}{2} K_{\ell+1}^{m+n} (k_2) k_2^n \Phi(k_1) + \Psi(k_1) \\
+ 2\mathcal{K} \sum_{n=1}^{\frac{\ell-1}{2}} \frac{n}{2} K_{\ell-1}^{m-n} (k_2) k_2^n \Phi(k_1) + \Psi(k_1),
\]

(A.46)

\[
\mathcal{L}_{\text{lensing}}^{(1)(1)}[\mathcal{E}_\ell^m(k)] = 2\mathcal{K} \sum_{n=1}^{\frac{\ell+1}{2}} \frac{n}{2} K_{\ell+1}^{m+n} (k_2) (\ell + 2) k_1^n \Phi(k_1) + \Psi(k_1) \\
+ 2\mathcal{K} \sum_{n=1}^{\frac{\ell-1}{2}} \frac{n}{2} K_{\ell-1}^{m-n} (k_2) (\ell - 1) k_1^n \Phi(k_1) + \Psi(k_1).
\]

(A.47)

For the magnetic-type polarization, the only contribution is coming from lensing and reads

\[
\mathcal{L}_{\text{time-delay}}^{(1)(1)}[\mathcal{B}_\ell^m(k)] = -2\mathcal{K} \sum_{n=1}^{\frac{\ell+1}{2}} \frac{n}{2} K_{\ell+1}^{m+n} (k_2) k_2^n \Phi(k_1) + \Psi(k_1).
\]

(A.48)

Note that the lensing term clearly differs from Eq. (44) of Ref. [38], and this affects the results presented in Eq. (52) of Ref. [38] (and subsequently this error spreads as well into Eq. (450) of Ref. [25]). Indeed the harmonic expansion of the lensing term should be treated as in section IV.A of Ref. [25]. There, the screen projector \( S'_j = \delta_{j}^\ell - n^j n, \) which is implied in our notation \( \nabla^n' \) (see Ref. [25]) for details) is not split into \( \delta_{j}^\ell \) and \( n^j n, \) but is instead used to ensure that the object manipulated in the lensing term remains tangent to a two-dimensional sphere whose radius is parameterized by \( n^\ell \). This enables to work with spinned spherical harmonics as in Ref. [25] and to derive the result almost immediately. Additionally, the multipoles of the radiation brightness (\( \Delta_\ell(k) \) in the notation of Ref. [38]) are not rotated correctly when the azimuthal direction, with respect to which the spherical harmonics are defined, is shifted from the axis \( k_1 \) or \( k_2 \) of the first order calculation to the axis \( k \) of the second order calculation. Indeed, this change of reference axis leads to a transformation given by Eq. (A.37). Though this is taken into account correctly for the baryons velocity (for instance in the eleventh line of Eq. (44) of Ref. [38], it is clearly forgotten for the brightness moments in the last term of the fourth line or in the last line. These two reasons explain why our treatment of quadratic terms is substantially different from Ref. [38].

Using a similar method applied to the collision term leads to

\[
\mathcal{C}^{(2)}[\mathcal{I}_\ell^m(k)] = \tau \left[ -\mathcal{I}_\ell^m(k) + \delta_0^\ell \sum_{m=0}^{\ell} v_{m}^{(2)}(k) + 4 \delta_1^\ell \sum_{m=1}^{\ell} v_{m}^{(2)}(k) + \delta_2^\ell P_{m}^{(2)}(k) \right],
\]

(A.49)
where \( P^{m(2)}(k) \) is non-vanishing only if \(-2 \leq m \leq 2\) and is defined in that case by

\[
P^{m(2)}(k) = \frac{1}{10} \left[ T^{m(2)}_2(k) - \sqrt{6} \xi^{m(2)}_2(k) \right]. \tag{A.50}
\]

For the electric and magnetic type collision terms, their second order linear components read

\[
C^{(2)}[\mathcal{E}]^m(k) = \tilde{\tau} \left[ -\xi^{m(2)}_2(k) - \delta^2 \sqrt{6} P^{m(2)}(k) \right], \tag{A.51}
\]

\[
C^{(2)}[\mathcal{B}]^m(k) = -\tilde{\tau} B^{m(2)}_2(k). \tag{A.52}
\]

The quadratic terms are then given by

\[
C^{(1)(1)}[T^{(1)}]_l^m(k) = 2\tilde{\tau} \mathcal{K} \left\{ -\sum_{n=-1}^1 \frac{n |K|^m_1}{2l + 3} I_{m+1}^{l+1}(k_2)v_{m-n}(k_1) + \sum_{n=-1}^1 \frac{n |K|^m_1}{2l-1} I_{m-n}^{l-1}(k_2)v_n(k_1)
\begin{align*}
+ \delta^2 & \left[ \frac{4}{3} \sum_{n=-1}^1 (-1)^n v_n(k_1)v_{m-n}(k_2) + \sum_{n=-1}^1 \frac{2n |K|^0_1}{3} I_{1}^{n}(k_2)v_{m-n}(k_1) \right] \\
+ \frac{\delta^2}{3} & \sum_{n=-1}^1 \frac{n |K|^m_1}{3} I_{m-n}^{l-n}(k_2)v_n(k_1) \\
+ \frac{\delta^2}{2} & \sum_{n=-1}^1 \frac{n |K|^m_2}{3} \left[ \frac{1}{2} I_{m-n}^{l-n}(k_2) + 7 v_{m-n}(k_2) \right] v_n(k_1) \\
& + \frac{\delta^2}{2} \sum_{n=-1}^1 \frac{n |K|^m_2}{3} \left[ I_{m-n}^{l-n}(k_2) - \sqrt{6} \xi^{m-n}_2(k_2) \right] v_n(k_1) \right\} \\
+ 2\mathcal{K} \left\{ [\tau^{(1)}(k_1) + \phi^{(1)}(k_1)] C^{(1)}[T^{(1)}]_l^m(k_2) \right\},
\end{align*}
\]

\[
C^{(1)(1)}[\mathcal{E}^{(1)}]_l^m(k) = 2\tilde{\tau} \mathcal{K} \left\{ \sum_{n=-1}^1 \frac{n |K|^m_1}{2l + 3} \xi^{m+n}_1(k_2)v_{m-n}(k_1) + \sum_{n=-1}^1 \frac{n |K|^m_1}{2l-1} \xi^{m-n}_1(k_2)v_n(k_1) \\
+ \delta^2 & \sum_{n=-1}^1 \frac{n |K|^m_1}{3} \left[ \frac{\sqrt{6}}{2} I_{m-n}^{l-n}(k_2) - \sqrt{6} v_{m-n}(k_2) \right] v_n(k_1) \\
+ \frac{\delta^2}{2} & \sum_{n=-1}^1 \frac{n |K|^m_2}{3} \left[ -\sqrt{6} I_{m-n}^{l-n}(k_2) + 6 \xi^{m-n}_2(k_2) \right] v_n(k_1) \right\} \\
+ 2\mathcal{K} \left\{ [\tau^{(1)}(k_1) + \phi^{(1)}(k_1)] C^{(1)}[\mathcal{E}^{(1)}]_l^m(k_2) \right\},
\]

\[
C^{(1)(1)}[\mathcal{B}^{(1)}]_l^m(k) = 2\tilde{\tau} \mathcal{K} \left\{ \frac{-2}{(l + 1)} \sum_{n=-1}^1 \frac{n \lambda^m_n v_n(k_1) \xi^{m-n}_2(k_2)}{15} \\
- \delta^2 & \sum_{n=-1}^1 \frac{n \lambda^m_n v_n(k_1) \left[ \frac{4}{3} \xi^{m-n}_2(k_2) - \frac{2}{15} \sqrt{6} \xi^{m-n}_2(k_2) \right] \right\}. \tag{A.55}
\]
Appendix A.3. Fluid equations

For baryons and cold dark matter we only need the two first moments, that is the continuity and Euler equations, since there is no anisotropic stress. The continuity equations are

\[
\left[ \frac{\rho^{(1)}(k)}{\bar{\rho}} \right]' + k v_0^{(1)}(k) - 3 \Psi^{(1)}(k) = 0, \tag{A.56}
\]

\[
\left[ \frac{\rho^{(2)}(k)}{\bar{\rho}} \right]' + k v_0^{(2)}(k) - 3 \Psi^{(2)}(k)
+ 2 \mathcal{K} \left\{ - \sum_{n=1}^{\infty} (-1)^n \left[ \mathcal{H} v_n(k_1) v_{-n}(k_2) + \frac{\rho(k_1)}{\bar{\rho}} k_1^{(n)} v_{-n}(k_2) + 2 \bar{v}_n(k_1) v'_{-n}(k_2) \right]
+ \left[ \frac{\rho(k_1)}{\bar{\rho}} + \Phi(k_1) + \Psi(k_1) \right] k_2 v_0(k_2) - 3 \Psi'(k_1) \frac{\rho(k_2)}{\bar{\rho}} - 6 \Psi(k_1) \Psi'(k_2)
- 2 \sum_{n=1}^{\infty} (-1)^n [\Phi(k_2) - \Psi(k_2)] k_2^{(n)} v_{-n}(k_1) \right\}
= - \frac{2 \tau^*}{R} \mathcal{K} \left\{ \sum_{n=1}^{\infty} (-1)^n \left[ \frac{1}{4} I_1^n(k_2) v_{-n}(k_1) - \bar{v}_n(k_1) v_{-n}(k_2) \right] \right\}. \tag{A.57}
\]

The Euler equation reads

\[
v'^{\prime}(1) + \mathcal{H} v^{\prime}(1) - \delta^{(1)}_{m} k \Phi^{(1)}(k) = - \frac{\tau^*}{3R} \left[ - I_1^{m(1)}(k) + 4 v^{\prime}(m)(k) \right], \tag{A.58}
\]

\[
v'^{(2)}(k) + \mathcal{H} v^{(2)}(k) - \delta^{(2)}_{m} k \Phi^{(2)}(k)
+ 2 \mathcal{K} \left\{ \left[ \frac{\rho(k_1)}{\bar{\rho}} - \Phi(k_1) \right] [v'_{m}(k_2) + \mathcal{H} v_{m}(k_2)] + \left[ \frac{\rho(k_1)}{\bar{\rho}} + \Psi(k_1) \right] k_2^{(m)} \Phi(k_2)
+ v_{m}(k_2) \left( \frac{\rho(k_1)}{\bar{\rho}} \right)' - 4 \Psi'(k_1) \right\} + \delta^{(0)}_{m} k \Phi(k_1) \Phi(k_2) + k v_{m}(k_2) v_{0}(k_1) \right\}
= - \frac{\tau^*}{4R} \left[ - I_1^{m(2)}(k) + 4 v^{(2)}(m)(k) \right] - \frac{1}{2R} \mathcal{K} \left\{ \tau'^{\prime}(1)(k_1) \left[ - I_1^{m(1)}(k_2) + 4 v^{(1)}(m)(k_2) \right] \right\}
\]

\[- \frac{1}{2R} \tau^* \mathcal{K} \left\{ 4 I_1^{m}(k_2) v_{m}(k_1) - 1 \sum_{n=1}^{\infty} \frac{n}{5} \frac{\rho}{1 + n} I_1^{m+n}(k_2) v_{-n}(k_1) \right\} \right].
\]

In the case of cold dark matter, the right hand side of all these equations vanishes since it is collisionless.

Appendix A.4. Perturbed recombination

The fraction of free electron at the background level is obtained from a Boltzmann equation where the collision term encodes all the relevant processes in the recombination. We shall not detail any of it here and it can be found in Refs. 50, 70, 91, 92 (see also the different method of Ref. 93). Since the interaction rate is given by \( \tau' = a x_{c} n_{e} \sigma_{T} \), where \( n_{e} \) is the number density of electrons (free and
non-free), $\sigma_T$ the Thomson cross-section, and $x_e$ the fraction of free electrons, its perturbation is given by

$$\tau^{(1)} = \tau' \left( \frac{n_e^{(1)}}{n_e} + \frac{x_e^{(1)}}{\bar{x}_e} \right).$$

(A.60)

Since electrons and baryons are tightly coupled through Compton interactions and collisions \[50\],

$$\frac{n_e^{(1)}}{n_e} = \frac{n_b^{(1)}}{n_b}.$$  

(A.61)

As for the fraction of free electrons, at the background level it obeys

$$\bar{x}_e' + 3H\bar{x}_e = \bar{Q},$$

(A.62)

where the expression of $Q$ can be found in Ref. \[50\] (more precisely what is called $Q$ in this reference is equivalent to $n_e Q$ in here). It is in general a function of $(x_e, n_e, T, H)$. $T$ is the temperature of baryons and photons since it is approximately the same around recombination \[50\]. $H$ is the local divergence of baryons ($H \equiv \nabla \cdot u_b/3$) which at the background is the Hubble factor (in cosmic time). $\bar{Q}$ is obtained by taking the background value of all its arguments, that is

$$\bar{Q} = Q(\bar{x}_e, \bar{n}_e, \bar{T}, \bar{H}).$$

(A.63)

We report on Fig. A1 the numerical results obtained for the background fraction of free electrons. This has to be compared to the results obtained with RECFAST \[94, 95\] since we have implemented the correction to the three-level atom approximation implemented in this code, that is using its fudge factor of 1.14 for the last stages of the Hydrogen recombination and the fudge factor 0.86 for the HeI recombination.

![Figure A1. Evolution of the free electrons fraction as a function of the redshift. We can see the transition of HeII and HeI at approximately $z=6000$ and $z=2500$ respectively, and then the recombination of Hydrogen around $z=1000$.](image-url)

At first order, the evolution of the fraction of free electrons reads \[50\] simply

$$\left( \frac{x_e^{(1)}}{\bar{x}_e} \right)' = \Phi^{(1)} \bar{Q} + Q^{(1)}.$$  

(A.64)
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The perturbation $Q^{(1)}$ is obtained by taking the first order of $Q(x_e, n_e, T, H)$ which is obtained by partial differentiation with respect to all the arguments of $Q$. The quantity $H^{(1)}$ is given by

$$aH^{(1)} = -\mathcal{H}\Phi^{(1)} - \frac{1}{3} \left( \frac{n_b^{(1)}}{\bar{n}_b} \right)'.$$  \hspace{1cm} (A.65)

The enhancement due to the perturbations in the fraction of free electrons is plotted in Fig. A2.

![Figure A2](image_url)

**Figure A2.** Enhancement of the interaction rate due to the perturbations in the fraction of free electrons. $\delta_r$, $\delta_b$, and $\delta_t$ are respectively the relative perturbation of $\tau'$, $n_e$, and $\rho_e$. We plot $\delta_r$ in continuous line, and $\delta_b$ in dashed line. According to Eq. (A.65), the difference between the two is the enhancement due to perturbed recombination. This has to be compared to the large scale limit of the delayed recombination $\delta_b[1 - 1/3(\ln x_e)'/\mathcal{H}]$, which is plotted in dotted line. We also plot in dotted line $3\delta_b/4$ to show the departure from tight coupling around recombination. We have considered the two cases $k = 10^{-4}\text{Mpc}^{-1}$ (right) and $k = 0.04\text{Mpc}^{-1}$ (left).

Appendix B. Emitting sources

In the line of sight approach, we need to define the emitting sources. Instead of working with the brightness $I$ and its corresponding electric and magnetic type polarizations $\mathcal{E}$ and $\mathcal{B}$, we work with $\Theta$ (defined in Eq. (1.11)), $\tilde{\mathcal{E}} = \mathcal{E}/(4\tilde{I})$ and $\tilde{\mathcal{B}} = \mathcal{B}/(4\tilde{I})$. They are expanded similarly to Eq. (A.21). We obtain at first order

$$S_{\Theta, \ell}^{0(1)}(k) = \delta_r^0 \Psi'(k) + \delta_r^0 k \Phi(k) + \frac{1}{4} \left[ \mathcal{C}^{(1)}[I]_\ell^0(k) + \tilde{\mathcal{R}}^0_\ell^{(1)}(k) \right], \hspace{1cm} (B.1)$$

$$S_{\mathcal{E}, \ell}^{0(1)}(k) = \frac{1}{4} \mathcal{C}^{(1)}[\mathcal{E}]_\ell^0(k). \hspace{1cm} (B.2)$$

However, if we want to have all effects but the late ISW localized on the last scattering surface, we need to integrate by parts in the line of sight integral solution. This boils down to using instead

$$S_{\Theta, \ell}^{0(1)}(k) = \delta_r^0 \left[ \Psi'(k) + \Phi'(k) \right] + \delta_r^0 \tilde{\mathcal{R}}^0_\ell^{(1)}(k), \hspace{1cm} (B.3)$$

$$S_{\mathcal{E}, \ell}^{0(1)}(k) = \frac{1}{4} \mathcal{C}^{(1)}[\mathcal{E}]_\ell^0(k).$$
At second order the sources are
\[
S_{\Theta,\ell}^{m(2)}(k) \equiv \delta_{\ell m}^0 \left[ \Phi^{(2)}(k) + \Psi^{(2)}(k) \right] + \delta_{\ell m}^0 \Phi^{(2)}(k) - \frac{k}{\sqrt{3}} \delta_{\ell m}^0 \Phi^{(2)}(k) - \frac{1}{4} \left[ \Phi^{(2)}(k) + \frac{1}{4} \right],
\]
\[
S_{E,\ell}^{m(2)}(k) \equiv \frac{1}{4} \left[ C^{(2)}[\mathcal{E}]^m(\ell) + T^{m(2)}(\ell) \right],
\]
\[
S_{B,\ell}^{m(2)}(k) \equiv \frac{1}{4} \left[ C^{(2)}[\mathcal{B}]^m(\ell) + T^{m(2)}(\ell) \right],
\]
\[
S_{\Theta,\ell}^{m(1)(1)}(k) \equiv \frac{1}{4} C^{(1)(1)}[\mathcal{I}]^m(\ell) - \frac{1}{4} C^{(1)(1)}[I]_{\ell m}(\ell),
\]
\[
S_{E,\ell}^{m(1)(1)}(k) \equiv \frac{1}{4} C^{(1)(1)}[\mathcal{E}]^m(\ell) - \frac{1}{4} C^{(1)(1)}[E]_{\ell m}(\ell),
\]
\[
S_{B,\ell}^{m(1)(1)}(k) \equiv \frac{1}{4} C^{(1)(1)}[\mathcal{B}]^m(\ell) - \frac{1}{4} C^{(1)(1)}[B]_{\ell m}(\ell).
\]

Appendix C. Quadrupole initial conditions

Since \( \mathcal{H} \sim 1/\eta \) in the radiation era, we need to determine the initial conditions for \( N_\ell^0 \) up to terms in \( (\delta \eta)^2 \), and thus to know the initial conditions for \( N_\ell^m \) up to terms of order \( \delta \eta \). In fact, deep in the radiation dominated era, \( N_\ell^0(1) \sim (\delta \eta)^2 \).

\[
\mathcal{I}_1^{(0)}(k) = N_1^{(0)(1)}(k) = \frac{2k}{\mathcal{H}} \Phi^{(1)}(k),
\]
\[
\mathcal{I}_1^{(0)(2)}(k) = N_1^{(0)(2)}(k) = \frac{2k}{\mathcal{H}} \Phi^{(2)}(k) - \mathcal{K} \left\{ \frac{8k}{\mathcal{H}} \Phi^{(1)}(k_1) \Phi^{(1)}(k_2) \right\}.
\]

Using this, we deduce from the Boltzmann equation that at first order
\[
N_2^{(0)(1)}(k) = \frac{2k^2}{3\mathcal{H}^2} \Phi^{(1)}. \tag{C.3}
\]

At second order we obtain the following initial condition
\[
N_2^{(0)(2)}(k) = \frac{2k^2}{3\mathcal{H}^2} \Phi^{(2)}(k) + S_5 \tag{C.4}
\]

with
\[
S_5 = - \mathcal{K} \left\{ \frac{8k^2}{3\mathcal{H}^2} \Phi^{(1)}(k_1) \Phi^{(1)}(k_2) \right\} - \frac{1}{2\mathcal{H}} \mathcal{L}^{(1)(1)}[N_2^0](k) - \frac{2k^2}{3\mathcal{H}^2} \Phi^{(1)}(k_1) \Phi^{(1)}(k_2) \tag{C.5}
\]

\[
N_2^{(0)(2)}(k) = \frac{2k^2}{3\mathcal{H}^2} \Phi^{(2)}(k) + \sum_{n=-1}^{1} \frac{6}{\mathcal{H}} \mathcal{N}_1^{(n)(1)}(k_2) \left\{ 5k_1^{(n)} \Phi^{(1)}(k_1) + \left( k_2^{(n)} + k_1^{(n)} \right) \Phi^{(1)}(k_1) \right\}.
\]
As for radiation, though the anisotropic stress is vanishing at initial time due to the high collision rate, the moment for \( \ell = 2 \) is not vanishing since the bulk motion of radiation has a quadrupole \[53, 67, 90\]. We deduce that at initial time

\[
I_{2}^{0(2)}(k) = K \left\{ \frac{20}{3} \sum_{n=-1}^{1} \frac{n}{K_{2}^{n+1}(k_{1}) K_{1}^{-n+1}(k_{2})} \right\} \\
= K \left\{ \frac{5}{3H^{2}} \sum_{n=-1}^{1} \frac{n}{K_{2}^{n} k_{1}^{2} k_{2}^{-n}} \Phi^{(1)}(k_{1}) \Phi^{(1)}(k_{2}) \right\}. \tag{C.6}
\]

Appendix D. Closure relations for vector and tensor modes

We reproduce here the closure relations needed to integrate the Boltzmann equation for the vector and tensor modes. They are derived in Eqs. (5.4.48) and (5.4.49) of Ref. [79] which is not easily available. They correspond to the equations satisfied by the last multipoles in brightness and polarization kept in the truncated Boltzmann hierarchy.

At first order we need only to retain the scalar closure relation \((m = 0)\). However at second order we have to consider also the vector and tensor parts \((m = 1, 2)\). Note that the presence of quadratic terms at second order implies that these closure relations are not necessarily accurate as they were derived for the linear Boltzmann equation.

For the brightness part, the closure relation reads

\[
I_{m}^{\ell \prime} = k \left[ \sqrt{ \frac{l + |m|}{\ell - |m|} \frac{(2\ell + 1)}{(2\ell - 1)} I_{\ell - 1}^{m} - \frac{l + 1 + |m|}{k\eta} I_{\ell}^{m} } \right]. \tag{D.1}
\]

For the polarization part, the closure relation for \(E_{m}^{\ell} \) and \(B_{m}^{\ell} \) is deduced by taking the real and imaginary part of

\[
(E_{m}^{\ell} + iB_{m}^{\ell})' = k \left[ \sqrt{1 - \frac{m^{2}}{\ell^{2}} \frac{l + 2}{\ell - 2} \left( E_{\ell - 1}^{m} + iB_{\ell - 1}^{m} \right) - \frac{l + 3}{k\eta} (E_{\ell}^{m} + iB_{\ell}^{m}) } \right. \\
+ \left. \frac{m}{\ell} (E_{\ell}^{m} + iB_{\ell}^{m}) \right]. \tag{D.2}
\]
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